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Eye Can Hear Clearly Now: Inverse Effectiveness in Natural
Audiovisual Speech Processing Relies on Long-Term
Crossmodal Temporal Integration

X Michael J. Crosse, X Giovanni M. Di Liberto, and X Edmund C. Lalor
School of Engineering, Trinity Centre for Bioengineering, and Trinity College Institute of Neuroscience, Trinity College Dublin, Dublin 2, Ireland

Speech comprehension is improved by viewing a speaker’s face, especially in adverse hearing conditions, a principle known as inverse
effectiveness. However, the neural mechanisms that help to optimize how we integrate auditory and visual speech in such suboptimal
conversational environments are not yet fully understood. Using human EEG recordings, we examined how visual speech enhances the
cortical representation of auditory speech at a signal-to-noise ratio that maximized the perceptual benefit conferred by multisensory
processing relative to unisensory processing. We found that the influence of visual input on the neural tracking of the audio speech signal
was significantly greater in noisy than in quiet listening conditions, consistent with the principle of inverse effectiveness. Although
envelope tracking during audio-only speech was greatly reduced by background noise at an early processing stage, it was markedly
restored by the addition of visual speech input. In background noise, multisensory integration occurred at much lower frequencies and
was shown to predict the multisensory gain in behavioral performance at a time lag of �250 ms. Critically, we demonstrated that inverse
effectiveness, in the context of natural audiovisual (AV) speech processing, relies on crossmodal integration over long temporal windows.
Our findings suggest that disparate integration mechanisms contribute to the efficient processing of AV speech in background noise.
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Introduction
It has long been established that the behavioral benefits of audio-
visual (AV) speech are more apparent in acoustic conditions in
which intelligibility is reduced (Sumby and Pollack, 1954; Erber,

1975; Grant and Seitz, 2000; Bernstein et al., 2004; Ross et al.,
2007). Enhanced multisensory processing in response to weaker
sensory inputs is a phenomenon known as inverse effectiveness
(Meredith and Stein, 1986). However, in the context of AV
speech processing, there are particular audio signal-to-noise ra-
tios (SNRs) at which the benefits of multisensory processing be-
come maximized—a sort of multisensory “sweet spot” (Ross et
al., 2007; Ma et al., 2009). It is likely that, when processing AV
speech in such conditions, the brain must exploit both correlated
and complementary visual information to optimize intelligibility
(Summerfield, 1987; Grant and Seitz, 2000; Campbell, 2008).
This could be achieved through multiple integration mechanisms
occurring at different temporal stages. Specifically, recent per-
spectives on multistage AV speech processing suggest that visual
speech provides cues to the timing of the acoustic signal that
could project directly from visual cortex, increasing the sensitiv-
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Significance Statement

The behavioral benefit of seeing a speaker’s face during conversation is especially pronounced in challenging listening environ-
ments. However, the neural mechanisms underlying this phenomenon, known as inverse effectiveness, have not yet been estab-
lished. Here, we examine this in the human brain using natural speech-in-noise stimuli that were designed specifically to maximize
the behavioral benefit of audiovisual (AV) speech. We find that this benefit arises from our ability to integrate multimodal
information over longer periods of time. Our data also suggest that the addition of visual speech restores early tracking of the
acoustic speech signal during excessive background noise. These findings support and extend current mechanistic perspectives on
AV speech perception.
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ity of auditory cortex to the upcoming acoustic information,
whereas complementary visual cues that convey place and man-
ner of articulation could be integrated with converging acoustic
information in supramodal regions such as superior temporal
sulcus (STS), serving to constrain lexical selection (Peelle and
Sommers, 2015).

Studying how the brain uses the timing and lexical constraints
of visual speech to enhance the processing of acoustic informa-
tion necessitates the use of natural, conversation-like speech
stimuli. Recent EEG and MEG studies have used naturalistic
speech stimuli to examine how visual speech effects the cortical
representation of the speech envelope (Zion Golumbic et al.,
2013; Crosse et al., 2015). However, it is not yet known how these
neural measures of speech processing are affected by visual
speech at much lower SNRs, where multisensory processing is
optimized. In particular, the specific neural mechanisms invoked
in such situations are poorly understood. A recent MEG study
examined how different levels of noise affect the cortical repre-
sentation of audio-only speech and demonstrated that it is rela-
tively insensitive to background noise, even at low SNRs at which
intelligibility is diminished (Ding and Simon, 2013). Only when
intelligibility reached the perithreshold level (e.g., at an SNR
of �9 dB) did they find that envelope tracking was significantly
reduced. Given that AV speech has been shown to improve intel-
ligibility in noise equivalent to an increase in SNR of up to 15 dB
(Sumby and Pollack, 1954), we hypothesized that the addition of
visual cues could substantially restore envelope tracking in such
perithreshold conditions.

Here, an AV speech-in-noise paradigm was implemented to
study the neural interaction between continuous auditory and
visual speech at an SNR at which multisensory processing was of
maximal benefit relative to unisensory processing. High-density
EEG recordings were analyzed using a recently introduced system
identification framework for indexing multisensory integration
in natural AV speech (Crosse et al., 2015). We provide evidence
that neural entrainment to continuous AV speech conforms to
the principle of inverse effectiveness and that it does so specifi-
cally by restoring early tracking of the acoustic speech signal and
integrating low-frequency crossmodal information over longer
temporal windows. These findings support the notion that fun-
damentally different integration mechanisms contribute to the
efficient processing of AV speech in adverse listening environ-
ments (Schwartz et al., 2004; van Wassenhove et al., 2005; Eske-
lund et al., 2011; Baart et al., 2014; Peelle and Sommers, 2015).
Our results also suggest that in degraded listening environments,
crossmodal integration of AV speech occurs at a more coarse-
grained linguistic level.

Materials and Methods
To determine how AV speech processing is affected by SNR, we analyzed
data from two separate experiments: a “speech-in-quiet” paradigm and a
“speech-in-noise” paradigm, each of which used the same target detec-
tion task but involved separate participant samples.

Participants. Twenty-one participants (8 females; age range: 19 –37
years) completed the speech-in-quiet experiment as part of a separate
study (Crosse et al., 2015) and 21 different participants (6 females; age
range: 21–35 years) completed the speech-in-noise experiment. All par-
ticipants were native English speakers, had self-reported normal hearing
and normal or corrected-to-normal vision, were free of neurological
diseases, and provided written informed consent. All procedures were
undertaken in accordance with the Declaration of Helsinki and were
approved by the Ethics Committee of the Health Sciences Faculty at
Trinity College Dublin.

Stimuli and procedure. The stimuli used in both experiments were
drawn from a set of videos that consisted of an American English male
speaking in a conversational-like manner. Fifteen 60-s videos were ren-
dered into 1280 � 720-pixel movies at 30 frames/s and exported in
audio-only (A), visual-only (V), and AV format in VideoPad Video Ed-
itor (NCH Software). The soundtracks were sampled at 48 kHz, under-
went dynamic range compression, and were matched in intensity (as
measured by root mean square; see Crosse et al., 2015). For the speech-
in-noise experiment, the soundtracks were additionally mixed with spec-
trally matched stationary noise to ensure consistent masking across
stimuli (Ding and Simon, 2013; Ding et al., 2014). The noise stimuli were
generated in MATLAB (The MathWorks) using a 50th-order forward
linear predictive model estimated from the original speech recording.
Prediction order was calculated based on the sampling rate of the
soundtracks (Parsons, 1987).

Behavioral piloting was used to select the SNR value such that it max-
imized the increase in intelligibility produced by AV speech relative to A
speech. A subset of participants (n � 3) listened to four 60-s passages of
A and AV speech at SNRs of �7, �9, and �11 dB. After each passage,
they were asked to rate as a percentage how intelligible the speech was.
These data indicated that an SNR of �9 dB yielded the largest perceptual
gain and thus was chosen for the main experiment. The same spectrally
matched noise stimuli were also presented in the V condition, but with-
out any speech content.

In both experiments, EEG recording took place in a dark sound-
attenuated room with participants seated 70 cm from the visual display.
Stimulus presentation was controlled using Presentation software (Neu-
robehavioral Systems). Visual stimuli were presented at a refresh rate of
60 Hz on a 19-inch CRT monitor and audio stimuli were presented
diotically through Sennheiser HD650 headphones at 48 kHz. The same
target word detection task was used to encourage active engagement with
the speech content in both experiments (Crosse et al., 2015). In addition
to detecting target words, participants in the speech-in-noise experiment
were required to rate subjectively the intelligibility of the speech stimuli
at the end of each 60-s trial. Intelligibility was rated as a percentage of the
total words understood using a 10-point scale (0 –10%, 10 –20%, . . .
90 –100%). Stimulus presentation order was completely random in the
speech-in-quiet experiment; however, this approach was not suitable for
the speech-in-noise paradigm because, if the same speech passage was
presented twice in quick succession (albeit in different conditions), it
could potentially influence intelligibility in the latter condition. Instead,
the 15 passages were ordered 1–15 and presented 3 times, but the condi-
tion from trial-to-trial was randomized. In this way, each speech passage
could not be repeated in another format within 15 trials of the preceding one.

Behavioral data analysis. To identify a behavioral measure of multisen-
sory integration (MSI), we investigated whether the probability of detect-
ing a multisensory stimulus exceeded the statistical facilitation produced
by the unisensory stimuli. False-positives were accounted for by taking
an F-measure of each participant’s detection rate. F-scores (or F1 scores)
were calculated as the harmonic mean of precision and recall (Van Rijs-
bergen, 1979). Therefore, our behavioral MSI measure was calculated as
follows:

MSIBehav � F1�AV� � F̂1�AV� (1)

where F1�AV� is the F1 score for the AV condition and F̂1�AV� is the pre-
dicted F1 score based on the values of the unisensory conditions. Although
the same detection task was implemented in both experiments, two different
criteria were used to quantify F̂1�AV� as outlined in Stevenson et al. (2014).
For speech-in-quiet, detection accuracy was near ceiling so a maximum
criterion model was used: F̂1�AV� � max�F1�A�, F1�V�	. For speech-in-
noise, accuracy was not at ceiling so a more conservative model was used
that accounted for statistical facilitation (Blamey et al., 1989): F̂1�AV� �
F1�A� � F1�V� � F1�A� � F1�V�. Essentially, the term on the right rep-
resents the detection rate that would be expected when auditory and visual
stimuli were presented together and processed independently (Stevenson et
al., 2014). To quantify the gain in performance produced by AV speech, we
calculated MSIBehav as a percentage of F̂1�AV�, in other words, as a percent-
age of independent unisensory processing.
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EEG acquisition and preprocessing. In both experiments, 128-channel
EEG data (plus mastoid channels) were acquired at a rate of 512 Hz using an
ActiveTwo system (BioSemi). Triggers indicating the start of each trial were
sent to the BioSemi system using an Arduino Uno microcontroller that
detected an audio click at the start of each soundtrack by sampling the head-
phone output from the PC. Offline, the data were band-pass filtered between
0.3 and 30 Hz, downsampled to 64 Hz, and rereferenced to the average of the
mastoid channels in MATLAB. To identify channels with excessive noise, the
time series were visually inspected and the SD of each channel was compared
with that of the surrounding channels. Channels contaminated by noise
were recalculated by spline interpolating the surrounding clean channels in
EEGLAB (Delorme and Makeig, 2004). Trials contaminated by excessive
low-frequency noise were detrended using a sinusoidal function in Noise-
Tools (http://audition.ens.fr/adc/NoiseTools/).

Stimulus characterization. In this study, EEG analysis focused on the
speech signal below 3 kHz because the strongest correlation between the
mouth opening and vocal acoustics is between 2 and 3 kHz (Chandrasek-
aran et al., 2009; Grant and Seitz, 2000; Grant, 2001), meaning that visual
speech can provide cues to the timing of less salient auditory events
within this frequency range. Furthermore, visual speech can offer com-
plementary information in the form of place of articulation, which can
help to distinguish ambiguous acoustic content, particularly in second
formant space.

The spectrogram representation of each stimulus was generated using
a compressive gammachirp auditory filter bank that modeled the audi-
tory periphery (Irino and Patterson, 2006). Outer and middle ear correc-
tion were applied using an FIR minimum phase filter before the stimuli
were band-pass filtered into 256 logarithmically spaced frequency
bands between 80 and 3000 Hz. The energy in each frequency band
was calculated using a Hilbert transform and the broadband envelope
was obtained by averaging across the frequency bands of the resulting
spectrogram.

The rates of different linguistic units (e.g., words, syllables, vowels,
consonants) in the speech stimuli were extracted from the audio files
using the Forced Alignment and Vowel Extraction (FAVE) software suite
(http://fave.ling.upenn.edu). This returns the start and end time points
for individual phonemes, enabling detailed characterization of the time-
scale of both segmental and suprasegmental speech units.

Stimulus reconstruction. Neural tracking of the speech signal was mea-
sured in terms of how accurately the broadband speech envelope, s(t),
could be reconstructed from the EEG data, r(t), using the following linear
model:

ŝ�t� � �
n�1

128 �
��0

500ms

r�t � �, n�g��, n� (2)

where ŝ(t) is the estimated speech envelope, r(t 
 �,n) is the EEG re-
sponse at channel n and time lag �, and g(�,n) is the linear decoder for the
corresponding channel and time lag. The objective was to reconstruct
the underlying speech envelope (as opposed to the actual speech-in-noise
mixture) because we only care about how the brain processes speech
information. In any case, previous work has demonstrated that the un-
derlying speech signal can be reconstructed from cortical activity with
greater accuracy than the actual speech-in-noise mixture (Ding and Si-
mon, 2013). The decoder g(�,n) was optimized for each condition using
ridge regression with leave-one-out cross-validation (Crosse et al., 2015;
mTRF Toolbox; http://sourceforge.net/projects/aespa/) to maximize the
correlation between ŝ(t) and s(t). As with the behavioral data, we define a
neural measure of multisensory integration as follows:

MSIEEG � corr�ŝAV�t�, s�t�	 � corr�ŝA
V�t�, s�t�	 (3)

where ŝAV(t) is the reconstructed envelope for the AV condition and
ŝA
V(t) is the estimated envelope for the additive unisensory model.
Similar to the behavioral analysis, we defined multisensory gain by cal-
culating MSIEEG as a percentage of corr�ŝA
V�t�, s�t�	.

Single-lag analysis. When reconstructing the speech envelope, the de-
coder g(�,n) integrates EEG over a 500 ms window. This ensures that we
capture important temporal information in the EEG that relates to each
sample of the stimulus that we are trying to reconstruct. To quantify the

contribution of each time lag toward reconstruction, decoders were
trained on EEG at individual lags from 0 to 500 ms, instead of integrating
across them (O’Sullivan et al., 2015). For a sampling frequency of 64 Hz,
this equates to 33 individual lags and thus 33 separate decoders. For each
time lag, the solution then becomes:

ŝ��t� � �
n�1

128

r�t � �, n� g��, n�, 0 � � � 500 ms (4)

where ŝ�(t) is the estimated speech envelope for lag �. Because the decod-
ers consisted of only a single time lag, there was no need for regulariza-
tion along the time dimension. Instead of using ridge regression to
compute the decoder, it was approximated by performing a singular
value decomposition of the auto-correlation matrix (Theunissen et al.,
2000; Mesgarani et al., 2009; Ding and Simon, 2012). Here, only those
eigenvalues that exceed a specific fraction of the largest eigenvalue or
peak power are included in the analysis. Qualitatively, this approach
yields the same result as doing ridge regression. To examine how MSIEEG

varied as a function of time lag, it was calculated as before (Eq. 2) using
the single-lag decoders. To investigate whether MSIEEG was predictive of
MSIBehav at a particular time lag, we calculated the correlation coefficient
between the two measures across subjects. This was examined in speech-
in-noise, where behavioral performance was not at ceiling.

Statistical analyses. All statistical analyses were conducted using two-
way mixed ANOVAs with a between-subjects factor of SNR (quiet vs �9
dB) and a within-subjects factor of condition (A, V, A
V, AV), except
where otherwise stated. Where sphericity was violated in factors with two
or more levels, the Greenhouse–Geisser corrected degrees of freedom are
reported. Post hoc comparisons were conducted using two-tailed t tests
and multiple comparisons were corrected for using the Holm–Bonfer-
roni method. All numerical values are reported as mean � SD. Outlying
participants were excluded from specific analyses if their values within
that analysis were a distance of more than three times the interquartile
range.

Results
Behavior and multisensory gain
Subjectively-rated intelligibility in the speech-in-noise experi-
ment confirmed that intelligibility was highest in the AV condi-
tion (t(20) � 10.3, p � 1.9 � 10�9; A
V: 36.9 � 18.4%; AV:
63.6 � 15.8%, Fig. 1B). This was reflected in how accurately
participants could detect the target words, with detection accu-
racy significantly higher in the AV condition compared with that
predicted by the unisensory scores (t(20) � 2.6, p � 0.018; F̂1�AV�:
0.7 � 0.09, F1�AV�: 0.76 � 0.08; Fig. 1C, left). In speech-in-quiet,
accuracy in the A and AV conditions was at ceiling, so there was
no observable multisensory benefit. As a result, the AV gain for
speech-in-noise was significantly greater than that for speech-in-
quiet [unpaired t test: t(39) � 2.8, p � 0.0086; MSIBehav (quiet):
�1.44 � 5.61%, MSIBehav (�9 dB): 9.14 � 15.12%; Fig. 1C,
right]. For speech-in-noise, both intelligibility and detection ac-
curacy varied substantially across subjects. Importantly, the indi-
vidual accuracy scores were shown to be significantly correlated
with intelligibility in both the unisensory conditions (A: r � 0.51,
p � 0.02; V: r � 0.55, p � 0.01). In the AV condition, accuracy
rates were nearer to ceiling, so any observable correlation with
intelligibility was most likely obscured.

Neural enhancement and inverse effectiveness
Neural tracking of the speech signal was measured based on how
accurately the broadband envelope could be reconstructed from
the participants’ EEG (Fig. 2A, left). A mixed ANOVA with fac-
tors of SNR (quiet vs �9 dB) and condition (A vs V) revealed a
significant interaction effect (F(1,40) � 24.1, p � 1.6 � 10�5),
driven by the fact that reconstruction accuracy in the A condition
fell below that of the V condition at �9 dB SNR (t(20) � 2, p �
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0.055; A: 0.17 � 0.05, V: 0.13 � 0.04). Multisensory integration
was indexed by differences in reconstruction accuracy between
the AV condition and the A
V model. There was a main effect
of condition across SNRs (F(1,40) � 115.1, p � 2.4 � 10�13), with
significantly higher reconstruction accuracy in the AV condition
for both speech-in-quiet (t(20) � 7.1, p � 7.3 � 10�7; AV: 0.2 �
0.04, A
V: 0.18 � 0.04) and speech-in-noise (t(20) � 8.1, p � 1 �
10�7; AV: 0.16 � 0.05, A
V: 0.14 � 0.05). Although there was
no significant interaction between SNR and condition (F(1,40) �
2.5, p � 0.12), the multisensory gain (i.e., the AV enhancement as
a percentage of A
V) was significantly greater at �9 dB SNR
than in quiet [unpaired t test: t(20) � 2.8, p � 0.008; MSIEEG

(Quiet): 10.6 � 6.8%, MSIEEG (�9 dB): 20.7 � 14.9%; Fig. 2A,
right]. These findings demonstrate that envelope tracking is re-
stored in adverse hearing conditions by the addition of visual
speech and that this process conforms to the principle of inverse
effectiveness.

To examine the time lags that contributed most toward recon-
struction, 33 separate estimates of the speech envelope were re-
constructed using single-lag decoders between 0 and 500 ms (Fig.
2B). In all three conditions, the time lags that contributed the
most information peaked at a later stage for speech-in-noise than
for speech-in-quiet (Mann–Whitney U tests: p � 0.05). Running
t tests comparing reconstruction accuracy in the AV condition
with that of A
V at each time lag indicated that multisensory
interactions occurred over a broad time window that was later for
speech-in-noise than for speech-in-quiet (p � 0.05, Holm–Bon-
ferroni corrected). It is likely that this difference in latency was
primarily driven by the significant delay in envelope tracking
observed in the A condition for speech-in-noise. Reconstruction
accuracy in the A condition was also significantly lower than that
of the V condition between 0 and 95 ms for speech-in-noise
(running t test: p � 0.05, Holm–Bonferroni corrected). This sug-
gests that in adverse hearing conditions, the sensitivity of audi-
tory cortex to natural speech is significantly reduced during an
early stage of the speech processing hierarchy.

Neural enhancement predicts
behavioral gain
To investigate the relationship between
our neural and behavioral measure of
multisensory integration, we calculated
the correlation coefficient between them
using the reconstructed estimates from
each of the 33 single-lag decoders. The
logic here was that our behavioral multi-
sensory effect may be reflected in our neu-
ral measure at a specific latency and
integrating across 500 ms may obscure
any correlation between these measures.
Figure 2C shows the correlation between
MSIBehav and MSIEEG at every time lag be-
tween 0 and 500 ms. There is no meaning-
ful correlation for the first 200 ms, after
which it begins to steadily increase until it
peaks between 220 and 250 ms, at which
latencies there is a significant (and-
positive) correlation (r � 0.44, p � 0.04;
Fig. 2D, left). This correlation is also sig-
nificant if MSI is represented as percent-
age gain (r � 0.56, p � 0.009; Fig. 2D,
right). If we calculate a linear fit to these
data, the slope of the resulting line is

�0.96, meaning that, on average, a 50% gain in envelope tracking
reflects a 52% gain in detection accuracy.

AV speech processing at multiple timescales
The timescale of AV speech processing has been closely linked to
the rate at which syllables occur in extended passages of natural
speech (Chandrasekaran et al., 2009; Luo et al., 2010; Crosse et al.,
2015). To examine the impact of background noise on the time-
scale at which AV speech is integrated, we calculated the correla-
tion coefficient between the reconstructed and original envelope
at every 1 Hz frequency band between 1 and 30 Hz. Figure 3A
shows the spectral profile of reconstruction accuracy for the AV
condition and the A
V model. This spectrum represents the
contribution of each frequency band to reconstructing the
broadband envelope. Because the spectrum is consistently low
pass in shape, we defined the cutoff frequency as the highest
frequency at which reconstruction accuracy was greater than
chance level (permutation test). For speech-in-quiet, recon-
struction accuracy was greater than chance at frequencies be-
tween 1 and 8 Hz (Fig. 3A, left), whereas, for speech-in-noise,
reconstruction accuracy was only greater than chance between
1 and 5 Hz (Fig. 3A, right).

Figure 3B shows the multisensory enhancement measured at
each frequency band. To test for significance, paired t tests were
conducted at only the frequencies at which reconstruction accu-
racy was greater than chance level (p � 0.05, Holm–Bonferroni
corrected). For speech-in-quiet, there was a significant AV en-
hancement between 1 and 6 Hz (Fig. 3B, top), whereas for
speech-in-noise, there was only a significant enhancement be-
tween 1 and 3 Hz (Fig. 3B, bottom). Although there were signif-
icant MSI effects across more frequency bands in quiet than in
noise, it is important to note that this result does not contradict
the principle of inverse effectiveness for the following reasons.
First, performance values such as correlation coefficients should
not be summed across frequency bands to arrive at a broadband
measure of MSI. This can only be done using broadband speech
itself. Second, we are using an absolute measure of MSI here

Figure 1. Audio stimuli and behavioral measures. A, Spectrograms of a 4 s segment of speech-in-quiet (left) and speech-in-
noise (�9 dB; right). B, Subjectively rated intelligibility for speech-in-noise reported after each 60 s trial. White bar represents the
sum of the unisensory scores. Error bars indicate SEM across subjects. Brackets indicate pairwise statistical comparisons (*p�0.05;
**p �0.01; ***p �0.001). C, Detection accuracy (left) of target words represented as F1 scores. The dashed black trace represents
the statistical facilitation predicted by the unisensory scores. Multisensory gain (right) is represented as a percentage of unisensory
performance.
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because we are comparing it with no MSI (i.e., zero). Because we
are not using a relative measure of MSI (i.e., multisensory gain),
we therefore cannot compare MSI values between listening con-
ditions directly at each frequency band.

To relate these findings to the temporal scale of natural
speech, we summarized the average rate of different linguistic
units by deriving the durations of the respective speech segments
from the audio files (Fig. 3C). The results suggest that, in quiet,
AV speech was integrated at frequencies commensurate with the
rate of suprasegmental information such as sentential and
phrasal units, as well as smaller segmental units such as words and
syllables. In background noise, AV integration was only evident
at the sentential and lexical timescale.

AV temporal integration
Given that background-insensitive speech recognition has been
linked to long-term temporal integration (Ding and Simon,
2013), we wished to examine the role of temporal integration in
maintaining AV speech processing in background noise. The de-
coder window size was shortened from 500 to 100 ms in steps of
100 ms, restricting the amount of temporal information that each
decoder could integrate across when reconstructing the stimulus.
Although this reduced decoder performance in both quiet (
AV:
0.04 � 0.01) and in noise (
AV: 0.06 � 0.03), the effect was
significantly greater in the latter (unpaired t test: t(40) � 2.7, p �
0.01; Fig. 4A). As a result, multisensory gain was more sensitive to
modulations in temporal window size in noise (F(1.8,36.5) � 1.4,
p � 0.27, one-way ANOVA) than in quiet (F(1.3,26.7) � 0.31, p �
0.87, one-way ANOVA). Although the effect was not significant,
MSIEEG decreased as the temporal window size was reduced (Fig.
4B). Critically, inverse effectiveness (as indexed by the difference
between MSIEEG in quiet and at �9 dB) was only significantly

greater than zero when the decoders integrated EEG over tempo-
ral window sizes of �300 ms (unpaired t tests: p � 0.05; Fig. 4C).

Discussion
Our findings exhibit three major electrophysiological features of
AV speech processing. First, the accuracy with which cortical
activity entrains to AV speech conforms to the principle of in-
verse effectiveness. Second, visual speech input restores early
tracking of the acoustic speech signal in background noise and is
integrated with auditory information at much lower frequencies.
Third, inverse effectiveness in natural AV speech processing relies
on crossmodal integration over long temporal windows. Our
findings suggest that AV speech integration is maintained in
background noise by several underlying mechanisms.

Envelope tracking and inverse effectiveness
Consistent with seminal work on AV speech-in-noise (Sumby
and Pollack, 1954; Ross et al., 2007), we demonstrated that the
behavioral benefit produced by AV speech was significantly
greater in noise than in quiet. This inverse effectiveness phenom-
enon was also observed in our EEG data, which revealed that
multisensory interactions were contributing to the neural track-
ing of AV speech to a greater extent in noise than in quiet. In
support of our neuronal effect, a recent MEG study demonstrated
(using a phase-based measure of neural tracking) that coherence
across multiple neural response trials was enhanced by AV speech
relative to A speech when participants listened to competing
speakers, but not single speakers (Zion Golumbic et al., 2013).
In other words, making it more difficult to hear the target
speaker by introducing a second speaker revealed an enhance-
ment in AV speech tracking that was not detectable in single-
speaker speech.

Figure 2. Stimulus reconstruction and relationship with behavior. A, Reconstruction accuracy (left) obtained using decoders that integrated EEG across a 500 ms window. The dashed black trace
represents the unisensory additive model. The shaded area indicates the 95th percentile of chance-level reconstruction accuracy (permutation test). Multisensory gain (right) represented as a
percentage of unisensory performance. Error bars indicate SEM across subjects. Brackets indicate pairwise statistical comparisons (**p � 0.01; ***p � 0.001). B, Reconstruction accuracy obtained
using single-lag decoders at every lag between 0 and 500 ms. The markers running along the bottom of each plot indicate the time lags at which MSIEEG is significant ( p � 0.05, Holm–Bonferroni
corrected). C, Correlation coefficient (top) and corresponding p-value (bottom) between MSIEEG and MSIBehav at individual time lags for speech-in-noise. The shaded area indicates the lags at which
the correlation is significant or trending toward significance (220 –250 ms; p � 0.05). D, Correlation corresponding to shaded area in C with MSIEEG and MSIBehav represented in their original units
(left) and as percentage gain (right).

9892 • J. Neurosci., September 21, 2016 • 36(38):9888 –9895 Crosse et al. • Inverse Effectiveness in Audiovisual Speech Processing



For speech-in-noise, we found that the multisensory en-
hancement in envelope tracking at 220 –250 ms accurately
predicted the multisensory gain in behavior. To interpret the
significance of this temporal locus, we must first consider
what each of these multisensory indices reflect. Our behavioral
measure (MSIBehav) was derived from the accuracy with which
participants detected target words. Because the task involved
identifying whole words, the MSI score may reflect cross-
modal integration at the semantic level (Ross et al., 2007). In
support of this, the time course of speech perception in the
superior temporal cortex has been shown to reflect lexical–
semantic processing from 200 ms onwards (Salmelin, 2007;
Picton, 2013). Our neural measure (MSIEEG) was derived from
how accurately the speech envelope could be reconstructed
from the EEG data. Specifically, we observed multisensory
interactions below 3 Hz in noise over a broad range of time
lags. Given that this frequency range is commensurate with the

average rate of spoken words, it fits well
with our behavioral task. Furthermore,
neural oscillations in the delta range
(1– 4 Hz) are thought to integrate cross-
modal information over a temporal
window of �125–250 ms (Schroeder et
al., 2008), consistent with our broad
window of integration. It is likely that
this broad window reflects neural
integration at multiple stages of the
speech-processing hierarchy. However,
given that our behavioral measure of
multisensory integration likely reflects
processing at a more specific (lexical–
semantic) stage of processing, the corre-
lation that we saw between behavioral
and neural integration was only evident
at a latency that relates to this stage of
the speech-processing hierarchy.

AV mechanisms in speech-in-noise
Our EEG data suggest that cortical activity
entrains to AV speech only at lower fre-
quencies in background noise. In support
of this notion, it has been demonstrated
that MEG entrains to AV speech at lower
frequencies when a competing speaker is
introduced (Zion Golumbic et al., 2013).
An MEG study by Ding and Simon (2013)
that investigated neural entrainment to
audio-only speech at different SNRs
found that the cutoff frequency of the
phase-locking spectrum decreased lin-
early with SNR, but that low delta-band
neural entrainment was relatively insensi-
tive to background noise above a certain
threshold. This mechanism of contrast
gain control was linked to the M100 com-
ponent of the temporal response function
(TRF), which was shown to be relatively
robust to noise, unlike the earlier M50
component (Ding and Simon, 2013; Ding
et al., 2014). Our results, along with these
other studies, indicate that low-frequency
speech information is more reliably en-
coded than higher-frequency linguistic

content in adverse hearing conditions and that this process is
likely maintained by contrast gain control and adaptive temporal
sensitivity in auditory cortex (Ding and Simon, 2013).

In addition, we found that auditory and visual information
interacted at lower frequencies in noise than in quiet, which is
unsurprising given that there is a more robust auditory represen-
tation encoded at lower frequencies. Consistent with this, we
showed that inverse effectiveness relied on longer temporal win-
dows of integration, something that is also critical for a noise-
robust cortical representation of speech (Ding and Simon, 2013).
A recent intracranial study that examined AV integration in quiet
using discrete, nonspeech stimuli, observed multisensory en-
hancement effects [AV � (A
V)] in delta- and theta-phase
alignment (Mercier et al., 2015). Interestingly, they reported vi-
sually driven crossmodal delta-band phase-reset in auditory
cortex. It is possible that this process could be mediated by delta-
frequency head movements, which have been shown to convey

Figure 3. AV speech integration at multiple timescales. A, Reconstruction accuracy for AV (blue) and A
V (green) at each
frequency band. The shaded area indicates the 5th to 95th percentile of chance-level reconstruction accuracy (permutation test).
Error bars indicate SEM across subjects. B, Multisensory enhancement at each frequency band. The markers indicate frequency
bands at which there was a significant multisensory interaction effect ( p � 0.05, Holm–Bonferroni corrected). C, Average rate of
different linguistic units derived from the audio files of the speech stimuli using phoneme-alignment software. The brackets
indicate mean � SD.
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prosodic information important to speech intelligibility (Mun-
hall et al., 2004). Integration of auditory and visual speech infor-
mation could be maintained in adverse hearing conditions by a
combination of delta-frequency phase resetting and long-term
temporal integration.

Multistage integration model
As mentioned earlier, a growing body of evidence indicates that
multisensory integration likely occurs over multiple temporal
stages during AV speech processing (Schwartz et al., 2004; van
Wassenhove et al., 2005; Eskelund et al., 2011; Baart et al., 2014;
Peelle and Sommers, 2015). The findings presented here will be
interpreted within the context of such multistage integration
models and, in particular, the role of prediction and constraint as
early and late integration mechanisms, respectively (Peelle and
Sommers, 2015).

The notion that an early integration mechanism increases
auditory cortical sensitivity seems highly relevant in the con-
text of speech-in-noise. Here, we demonstrated that neural
tracking of audio-only speech in noise was significantly di-
minished at time lags between 0 and 95 ms, suggesting that
auditory cortical sensitivity was reduced at an early stage of
speech processing. Although the current data indicate that
envelope tracking was restored by the addition of visual speech
input at this early processing stage, because we include the
entire head during the reconstruction analysis, it is difficult to
say whether this is the result of increased auditory cortical
sensitivity or rather contributions from multisensory areas
such as STS or visual cortical areas. Furthermore, our single-
lag analysis did not reveal significant crossmodal interactions
at this early stage. However, a theory that supports this notion
of an early increase in auditory cortical sensitivity is that of
cross-sensory phase-resetting of auditory cortex (Lakatos et
al., 2007; Kayser et al., 2008; Schroeder et al., 2008; Arnal et al.,
2009; Mercier et al., 2015). Although such a mechanism can be
difficult to reconcile in the context of extended vocalizations
given that the time lag between visual and auditory speech is so
variable (Schwartz and Savariaux, 2014), this can be explained
somewhat by the temporal correspondence between the hier-
archical organization of speech and that of the rhythmic oscil-
lations in primary auditory cortex (Schroeder et al., 2008;
Giraud and Poeppel, 2012). Although, intuitively, it may seem
more likely that auditory cortex would be primed by contin-
uous visual input in a tonic manner, the idea of phasic cross-
modal priming is supported by the fact that the temporal
coherence between the A and V streams is critical for enhanced
neural tracking during AV speech (Crosse et al., 2015). This is

also supported by accounts of enhanced phasic coordination
across auditory and visual cortices for matched versus mis-
matched AV stimuli (Luo et al., 2010).

Evidence of a later integration stage that constrains lexical
selection can also be found in numerous electrophysiological
studies. Both TRF and event-related potential measures have re-
vealed emergent multisensory interaction effects in the form of a
reduced component amplitude (Besle et al., 2004; van Wassen-
hove et al., 2005; Bernstein et al., 2008; Crosse et al., 2015). This
reduction in cortical activation may well reflect a mechanism that
constrains lexical computations based on the content of preced-
ing visual information. Both our single-lag analysis and temporal
window analysis further suggest that integrating later temporal
information contributes to AV speech processing. However, the
most compelling evidence that is provided in favor of a late inte-
gration stage is the correspondence that was observed between
the behavioral and neural measures at 220 –250 ms. Given the
likelihood that both of these measures reflect integration at the
lexical–semantic level fits well with current views on the time
course of the auditory processing hierarchy (Salmelin, 2007; Pic-
ton, 2013).

In summary, our results support the theory that visual speech
input restores early tracking of auditory speech and subsequently
constrains lexical processing at a later computational stage. We
contend that inverse effectiveness, in the context of AV speech
processing, relies heavily on our ability to integrate crossmodal
information over longer temporal windows in background noise.
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