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Abstract 

Visual speech information, such as a speaker’s mouth and 
eyebrow movements, enhances speech perception. Evidence for 
this perceptual benefit has mainly been from behavioural or 
neurophysiological studies that made use of event-related 
potentials (ERPs). ERP studies, however, are limited by 
repetitive and short stimuli that are not representative of natural 

speech. An approach that examines cortical tracking of the 
speech envelope allows for the use of continuous speech 
stimuli. This approach has recently been employed to 
demonstrate that adults’ cortical tracking of the speech 
envelope is augmented when synchronous visual speech 
information is provided [1]. To date, no study has investigated 
whether children, like adults, show stronger envelope tracking 
when congruent visual speech information is available. This 

study investigates this question by measuring four-year-olds’ 
cortical tracking of continuous auditory-visual speech through 
electroencephalography (EEG). Cortical tracking was 
quantified by means of ridge regression models that estimate 
the linear mapping from the speech to the EEG signal and vice 
versa. Stimulus reconstruction for auditory-only and auditory-
visual speech was found to be stronger compared to visual-only 
speech.  

 

Index Terms: cortical tracking, auditory-visual speech 
perception, visual speech benefit 

1. Introduction 

Research on auditory-visual speech perception has established 
that visual speech information, such as a speaker’s lip and head 
movements, contributes to and augments speech perception and 
comprehension. The perceptual benefit resulting from the 
addition of visual speech information to auditory information is 

known as visual speech benefit (VSB). Behavioural studies 
have found that VSB is present across development (children: 
[2]; adults: [3]), but that it increases with age [4]. Support for 
these behavioural findings come from neurophysiological 
studies that have mainly investigated event-related potentials 
(ERPs). Specifically, congruent visual speech input was shown 
to reduce amplitudes and shortened latencies of auditory N1 and 
P2 components were found in children (e.g., [5]) and adults 
(e.g., [6]) when auditory-visual stimuli compared to auditory-

only stimuli were presented. However, the ERP approach 
usually requires the use of repetitive and short stimuli, such as 

isolated syllables or words that are not representative of natural 
continuous speech.   

Recent research has demonstrated solutions to investigate 

speech perception with naturalistic speech stimuli. One such 
approach involves assessing the coupling between brain signals 
and a continuous sensory input. Specifically, the 
synchronization between the temporal envelope of a speech 
input and the corresponding brain responses, a measure that is 
referred to as cortical tracking of the speech envelope, or more 
simply as envelope tracking. Even though this approach has 
been increasingly used to examine auditory-only speech 

perception in adults (e.g., [7]-[8]), relatively little is known 
about how reliably the cortical signals track visual speech 
information. The few studies conducted so far suggest that 
seeing a speaker’s talking face augments envelope tracking 
[1],[9]-[10]. Importantly, although there is evidence that 
cortical tracking of auditory speech can be measured in children 
[11]-[13], there are no studies available in the literature on 
auditory-visual speech perception in children to our knowledge. 

This study addresses this gap by investigating cortical 
tracking of auditory-visual speech in children. As in [1], cortical 
tracking was indexed by means of ridge regression models 
describing the mapping between the speech envelope and the 
EEG signal. The regression fit was then used to predict the EEG 

(forward modelling) and reconstruct the speech envelope 
(backward modelling) in unseen data with cross-validation, and 
the quality of those predictions was taken as a measure of 
envelope tracking. Stronger envelope tracking was expected 
when participants were presented with auditory-visual speech 
compared to auditory-only and visual-only speech conditions. 

2. Method 

2.1. Participants 

Fourteen 4-year-old Australian-English monolinguals were 
recruited. These children were born full-term, with normal 
hearing and vision, no known history of ear infections and 
cognitive or language delay.  

2.2. Stimuli 

Auditory-visual recordings of 30 utterances (e.g., “How are you 
today? You look happy! Are you ready for some fun?”) were 
made in infant-directed speech by a female native speaker of 
Australian English. The recordings consisted of a close-up of 

the speaker’s face and shoulders against a white background. 
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There were three presentation modes that made up the 

conditions: auditory-only (AO), visual-only (VO) and auditory-
visual (AV). Auditory-only and visual-only recordings were 
extracted separately from the AV recordings.  

In the AO condition, a still image of the speaker’s resting 

face was shown on the screen as the auditory track played. In 
the VO condition, the dynamic video of the speaker’s talking 
face was presented in silence. In the AV condition, the dynamic 
video and its soundtrack were presented synchronously. The 30 
utterances were presented in three blocks. Each block consisted 
of 10 utterances that were presented once in each modality (10 
x 3 = 30 trials). Presentation order of trials were randomized 
across modalities in such a manner that no two modalities of the 
same utterance appeared side by side. A 3-s cartoon animation 

was played at the end of each block. Attention-getters consisted 
of different pictures of characters from the Minions movie that 
appeared in a randomly after either two or three trials.  

2.3. Procedure 

Participants sat on a chair approximately 70cm away from the 
centre of a 17-inch DELL LCD monitor which played the video 
recordings while auditory recordings were played via two 
loudspeakers (Edirol MA-15 Digital Stereo Micro Monitors) 
placed at the left and right sides of the monitor. Continuous 
EEG data were recorded with a 128-channel Hydrocel Geodesic 
Sensor Net (HCGSN), NetAmps 300 amplifier, and NetStation 
4.5.7 software (EGI Inc) at a sampling rate of 1000Hz, with the 

reference electrode placed at Cz, saved for offline analyses. 
Stimulus presentation was controlled via Presentation software 
(Neurobehavioural Systems). Eye-tracking recordings were co-
registered with EEG recordings through a Tobii extension in the 
Presentation software. A Tobii X120 eye-tracker was placed 
below the LCD screen to gather gaze fixation data.  

To motivate the child participants to focus on the screen, 
the session was framed as a game in which they were required 
to press a button on a response pad whenever they spotted a 
picture of a character from the Minions movie [5]. 

2.4. Pre-processing 

2.4.1. EEG data 

EEG data were pre-processed using EEGLAB, FieldTrip, 
NoiseTools, and custom scripts in MATLAB R2018b. First, 
EEG data from the three outer rings of the net were removed 
because these channels have been found to be very noisy in 
children because they strongly reflected motor movements [14]. 
EEG data from the remaining 92 channels were filtered using 
pop_eegfiltnew() in EEGLAB with 1Hz as the high-pass cut-off 
and 8Hz as the low-pass cut-off, down-sampled to 200Hz, and 
re-referenced to the average of all remaining channels. Artifact 

subspace reconstruction (ASR) was applied to remove noise. A 
sliding window of 500ms and threshold of 5 standard deviations 
were used to identify corrupted subspaces. The noisy channels 
that were removed during ASR were replaced with an estimate 
of the neighbouring clean channels via spherical spline 
interpolation (EEGLAB; [15]).  

2.4.2. Stimuli 

Stimuli were presented at 48kHz but filtered and down-sampled 
to 200Hz to match the sampling rate of the EEG data and 
characterized using the broadband speech envelope of the 
acoustic signal. A spectrogram representation of each stimulus 
was generated using a compressive gammachirp auditory filter 

bank that modelled the auditory periphery [16]. The envelope 

at each of the 128 frequency bands was calculated using a 
Hilbert transform and the broadband envelope was obtained by 
averaging across the 128 narrow-band envelopes. 

2.5. Data Analyses 

EEG data analyses were conducted using the mTRF toolbox 
[17], PERMUTOOLS, and custom scripts in MATLAB 
R2018b. 

2.5.1. Temporal response functions (TRFs) 

Temporal response functions (TRFs) were used to estimate the 
linear function describing the mapping between neural 
responses and the speech envelope at every channel and can be 
interpreted in terms of their spatio-temporal dynamics. 
Envelope tracking in all three conditions was indexed by 
relative TRF fit and the accuracy of production of the unseen 
EEG signal based on the envelope of the speech signal. The 
TRFs obtained for the three conditions were used to predict the 
EEG signal using leave-one-out cross-validation. Pearson’s 

correlation values between the recorded and predicted EEG 
signal were used to index sensor-space neural entrainment for 
each participant, resulting in a distribution of r values for each 
participant and electrode.  

Permutation analyses with false discovery rate (FDR) 
correction were conducted to (1) detect any difference between 
TRFs for AO, VO, and AV conditions, and (2) identify whether 
any group of electrodes consistently tracked the speech 

envelope.  

2.5.2. Stimulus reconstruction 

The stimulus reconstruction method [1][9] was also used to 
examine neural entrainment. This involves the identification of 

linear decoders that describe the optimal linear mapping from 
the EEG data to the speech envelope of the stimulus. Envelope 
reconstruction accuracy was quantified by means of a Pearson’s 
correlation between the estimated and the original speech 
envelopes. This produced a distribution of r values for each 
participant and trial. 
Linear mixed-effects modelling analyses were conducted to 
establish the differences, if any, between AO, VO and AV 

conditions. 

3. Results 

3.1. TRFs 

To assess if there was any difference between TRFs for the 
three conditions during the EEG recording, a permutation 

analysis with FDR correction was employed. The test did not 
reveal any significant difference between conditions on any 
electrode or time point. Similar analyses that were conducted 
with groups of electrodes representing the frontocentral and 
occipital regions did not reveal any significant difference 
between conditions as well (p > .12). Figures 1 and 2 depict the 
temporal response functions at the frontocentral region (Fig. 1) 
and the occipital scalp regions (Fig. 2). Figure 3 shows the r 
values that describe the correlation between the recorded and 

predicted EEG signal.  



 

Figure 1. Group-average TRF at the frontocentral 
channels. 

 

Figure 2. Group-average TRF at the occipital 
channels. 

 

Figure 3. Scalp topographies of the EEG predictions. 

A measure of global field power (GFP) was estimated by 
calculating the standard deviation of the TRFs across all 92 
channels (Figure 4). GFP constitutes a reference-independent 
measure of response strength across the entire scalp at each time 
lag [18]. The temporal profile of the GFP measure suggests that 
two clear TRF components are evident for AO (~50ms and 

~130ms) and AV (~35ms and ~175ms). Therefore, paired-
samples t-tests were conducted to investigate whether there is 

any difference between conditions. None of the tests revealed 

any significant difference between conditions (all ps > .17). 

 

Figure 4. Global field power (GFP) measured at each 
time lag. 

3.2. Stimulus reconstruction 

Envelope reconstructions were derived by means of backward 
TRF models. The quality of that linear mapping, which was 

quantified by means of Pearson’s correlation between the actual 
envelope and its reconstruction, was considered as a measure of 
envelope tracking. A Linear Mixed Effect Regression (LMER) 
model with Pearson’s r as the dependent variable, condition as 
a fixed factor, and subject and trials completed as random 
intercepts.  

Only the main effect of condition was significant, F(2, 
759.11) = 24.44, p < .001. The Kenward-Roger approximation 
to the degrees of freedom was used to calculate the p-values for 
the fixed effect of condition [19], and the ANOVA function from 
the car package in R with test specified as “F” were used. Next, 
to further examine the effect of condition, multiple comparisons 
were conducted via the R-package lsmeans. There were 

significant differences between AO and VO conditions (t(759) 
= 6.25, p < .0001), and between AV and VO conditions (t(759) 
= 5.85, p < .0001). The difference between AO and AV 
conditions was not significant (t(759) = 0.40, p = .92). Stimulus 
reconstruction accuracy was significantly higher for AO (M = 
0.08, SE = 0.008) and AV (M = 0.08, SE = 0.008) conditions 
compared to VO (M = 0.02, SE = 0.008) condition but was 
similar for AO and AV conditions.  

4. Discussion 

This study investigated whether four-year-olds’ cortical 
tracking of the continuous speech envelope is enhanced by 
visual speech information by comparing envelope tracking 
when participants were presented with auditory-only, visual-
only, and auditory-visual speech inputs. Cortical tracking was 
examined via temporal response functions and stimulus 
reconstruction. 

When cortical tracking was indexed by forward TRF 
models, no significant difference was found between conditions 
at any channel or time point. When cortical tracking was 
indexed by envelope reconstruction correlations, AO and AV 
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conditions had significantly greater reconstruction accuracy 

than the VO condition. Contrary to our hypotheses, AO and AV 
conditions did not show any significant differences. These 
findings are surprising given that behavioural studies have 
shown that children benefit from visual speech information on 
speech perception tasks (e.g., [2]). However, it is possible that 
the effect of visual information could not be measured because 
it was too weak for the particular set of stimuli used in this 
experiment which consisted of infant-directed speech that had 

facilitative prosodic cues without noise nor competing talkers 
or sounds. Another possible explanation, as suggested by 
findings from [20], may be that 4-year-olds prefer auditory 
information when processing multisensory events, and may 
therefore not be placing as much importance on visual 
information. Further analyses and studies are necessary in order 
to obtain a clearer understanding of this issue.  

Preliminary analyses indicate stronger stimulus 
reconstruction of auditory-only and auditory-visual speech 
compared to visual-only speech. Further investigations need to 
be conducted to examine the differences between findings from 
the temporal response function approach and the stimulus 
reconstruction approach. Another step for future work is to 

establish whether individual differences in gaze behavior 
modulate the strength of cortical tracking of the auditory-visual 
speech envelope.  
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