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a b s t r a c t 

An auditory-visual speech benefit, the benefit that visual speech cues bring to auditory speech perception, is 

experienced from early on in infancy and continues to be experienced to an increasing degree with age. While 

there is both behavioural and neurophysiological evidence for children and adults, only behavioural evidence 

exists for infants – as no neurophysiological study has provided a comprehensive examination of the auditory- 

visual speech benefit in infants. It is also surprising that most studies on auditory-visual speech benefit do not 

concurrently report looking behaviour especially since the auditory-visual speech benefit rests on the assumption 

that listeners attend to a speaker’s talking face and that there are meaningful individual differences in looking 

behaviour. To address these gaps, we simultaneously recorded electroencephalographic (EEG) and eye-tracking 

data of 5-month-olds, 4-year-olds and adults as they were presented with a speaker in auditory-only (AO), visual- 

only (VO), and auditory-visual (AV) modes. Cortical tracking analyses that involved forward encoding models 

of the speech envelope revealed that there was an auditory-visual speech benefit [i.e., AV > ( A + V )], evident 

in 5-month-olds and adults but not 4-year-olds. Examination of cortical tracking accuracy in relation to looking 

behaviour, showed that infants’ relative attention to the speaker’s mouth (vs. eyes) was positively correlated 

with cortical tracking accuracy of VO speech, whereas adults’ attention to the display overall was negatively 

correlated with cortical tracking accuracy of VO speech. This study provides the first neurophysiological evidence 

of auditory-visual speech benefit in infants and our results suggest ways in which current models of speech 

processing can be fine-tuned. 
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. Introduction 

When listening to a speaker talk face-to-face, we process visual

peech cues as well as the predominant auditory signal. These visual

peech cues come from facial movements that occur in tandem with

coustic speech and can provide additional information that augments

peech perception both in quiet (e.g., Fort et al., 2013 ; Navarra and Soto-

araco, 2007 ) and in noise (e.g., Moradi et al., 2013 ; Rudmann et al.,

003 ; Schwartz et al., 2004 ; Sumby and Pollack, 1954 ). The augmen-
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ation of speech perception by visual speech cues, or the auditory-visual

peech benefit , has been widely studied. Most of these studies have been

onducted with adults, but findings from studies with children and in-

ants suggest that they too benefit from visual speech information, even

hough the degree of auditory-visual speech benefit increases with age.

he studies reported here concern the auditory-visual speech benefit in

-month-old infants, 4-year-old children and adults. 

Behavioural studies provide evidence of an auditory-visual speech

enefit across ages. For instance, 7.5-month-olds successfully segmented

ords from a fluent speech stream that was blended with a back-
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round voice when the auditory stimuli were paired with videos of

 speaker’s talking face, but not when they were paired with a still

mage of the speaker’s face ( Hollich et al., 2005 ). Studies with chil-

ren and adults found that children identified phonemes and words

etter in the auditory-visual modality compared to the auditory-only

odality, and that this benefit is evident both in quiet ( Lalonde and

olt, 2015 ) and in noise ( Lalonde and Holt, 2016 ; Maidment et al., 2015 ;

oss et al., 2011 ). Additionally, comparisons between children and

dults revealed that adults experienced greater auditory-visual speech

enefit ( Maidment et al., 2015 ; Ross et al., 2011 ). 

The same developmental trend has been found in neurophysiological

tudies with children and adults. Knowland et al. (2014) presented 6- to

1-year-olds and adults with auditory-visual words and with auditory-

nly words. Both the children and the adults showed attenuated am-

litude and shorter latencies of the auditory P2 event-related potential

ERP) component to auditory-visual compared to auditory-only words,

ut the adults additionally showed the attenuated amplitude and shorter

atencies for N1 for auditory-visual compared to auditory-only stimuli.

ogether these results suggest that visual speech modulation of audi-

ory ERP components is present, yet not fully developed in children

 Knowland et al., 2014 ). 

Other ERP studies have measured speech perception in auditory-

isual vs auditory-only and visual-only speech in terms of integration

ather than enhancement. The criterion for auditory-visual integration

s based on the relative magnitude of neural responses to auditory-

isual (AV) stimuli compared with the summation of neural responses

o auditory-only (A) and visual-only (V) stimuli [i.e., by testing whether

V = ( A + V ) no integration, or whether AV > A + V , integration].

sing this method, Kaganovich and Schumaker (2014) revealed that

eak amplitudes of N1 and P2, and the latency of P2 were attenuated

n auditory-visual compared to the algebraic sum of ERP responses to

uditory-only and visual-only /ba/, /da/, and /ga/ syllables in 7–8-year-

lds, 10–11-year-olds, and adults, thereby indicating auditory-visual in-

egration at all three ages. In a separate study, adult participants showed

 significantly shorter latency of the auditory N1/P2 response peak

hen presented with /ka/, /pa/, and /ta/ in auditory-visual syllables

han in auditory-only or visual-only syllables ( van Wassenhove et al.,

005 ). 

The same integration approach has not been used with infants;

ather, the majority of the electrophysiological studies of auditory-visual

peech perception in infants have involved the comparison of neural re-

ponses (in the form of ERPs) to congruent versus incongruent auditory-

isual syllables ( Bristow et al., 2009 ; Kushnerenko et al., 2008 , 2013 )

nd short phrases ( Hyde et al., 2011 ; Reynolds et al., 2013 ). For exam-

le, Kushnerenko et al. (2008) examined 5-month-olds’ neural process-

ng of conflicting auditory-visual syllables that typically result in the

cGurk effect. Congruent stimuli consisted of auditory-visual /ba/ and

uditory-visual /ga/ while incongruent stimuli consisted of the McGurk

ffect stimuli (auditory /ba/ dubbed onto a visual /ga/ which usually

esults in a “da ” or “𝛿a ” response) and a conflicting stimulus (auditory

ga/ dubbed onto a visual /ba/ which usually results in a combina-

ion, “bga ”, response). The ERPs in response to the conflicting stimulus

ere more positive over frontal areas and more negative over temporal

reas compared to ERPs in response to the other stimulus types, sug-

esting that 5-month-olds detected the mismatch between the auditory

ga/ and visual /ba/ but integrated the auditory /ba/ and visual /ga/,

reating it the same as they did for the integration of congruent auditory-

isual stimuli. Similar findings were reported in a study that used short

hrases. Hyde et al. (2011) presented 5-month-olds with an auditory

ecording of the phrase, “Oh, hi baby ”, that was either paired with a

atched video of a face saying the same phrase or a mismatched video

f a face saying a different phrase. Mean amplitude of visual N1 and at-

entional Nc components were more negative in the asynchronous than

he synchronous condition, while mean amplitude of auditory P2 com-

onent was more positive in the synchronous than the asynchronous

ondition. Although these infant ERP studies provide some neural level
2 
vidence for auditory-visual integration by comparing neural responses

o congruent versus incongruent auditory-visual stimuli, they did not in-

lude auditory-only and visual-only conditions and so do not truly quan-

ify auditory-visual integration and, in addition, do not afford compar-

son with the modulating effect of visual information found in children

nd adults. 

Beyond electrophysiological studies, the hemodynamic (fNIRS) ap-

roach has been used to investigate infants’ processing of auditory-

isual speech ( Altvater-Mackensen and Grossman, 2016 ; 2018 ). The

eural responses of six-month-old German-learning infants were en-

anced in the left inferior frontal regions when they were presented with

atched auditory-visual speech as compared to when they were pre-

ented with mismatched auditory-visual speech ( Alvater-Mackensen and

rossman, 2016 ). A separate study compared infants’ processing of uni-

odal auditory, visual, and multimodal auditory-visual speech at the

eural level by presenting six-month-old German-learning infants with

nimodal and multimodal speech stimuli /a/, /e/, and /o/ ( Altvater-

ackensen and Grossman, 2018 ). This study revealed that the infant

articipants did not show differential responses to unimodal and multi-

odal speech within the frontal regions and between hemispheres. 

Taken together, ERP studies with adults and children illustrate that

uditory-visual integration occurs at a neural level and suggest that

isual speech information is beneficial for speech perception. In con-

rast, infant ERP studies demonstrate only the detection of a mismatch

etween auditory and visual stimuli, and do not show whether visual

peech information augments infants’ speech perception, i.e., whether

here is an auditory-visual speech benefit. The fNIRS approach used with

nfants did not find any difference in neural responses to unimodal or

ultimodal speech within frontal regions In addition to the paucity of

tudies investigating auditory-visual speech benefit in infants, a major

rawback of these studies in general is that in order to evoke brain re-

ponses they require presenting participants with multiple repetitions of

dentical short stimuli which are averaged and then compared between

onditions. In the case of auditory-visual speech perception, this com-

rises the use of syllables or short phrases, stimuli that are not entirely

epresentative of natural, conversational speech. 

A recent approach addresses this drawback by assessing cortical

racking, or the mathematical relationship between the speech dynam-

cs and the corresponding brain responses (e.g., Ding and Simon, 2012 ;

iedler et al., 2019; Golumbic et al., 2013 ; Gross et al., 2013; J.

’Sullivan et al., 2014). This approach has greater ecological validity

han ERP approaches, as it allows the use of continuous stimuli rather

han discrete, repeated stimuli, e.g., rather than single words, passages

hat more closely resemble natural speech, such as audiobooks or pod-

asts. Accordingly, this method has been increasingly used to examine

uditory-only speech perception in adults (e.g., Ding and Simon, 2013 ;

ing et al., 2016 ), children ( Di Liberto, Peter, et al., 2018 ; Vander Ghinst

t al., 2019 ), and infants (e.g., Jessen et al., 2019 ; Kalashnikova et al.,

018 ). Even so, the few studies conducted with adults so far suggest that

ortical tracking is augmented when visual speech information from a

peaker’s talking face is provided (e.g., Crosse et al., 2015 ; Crosse et al.,

016 ; O’Sullivan et al., 2019 ). Importantly, although there is evidence

hat cortical tracking of speech can be reliably measured in children and

nfants, whether cortical tracking of auditory-visual speech is enhanced

n children and infants remains an open question, one that this paper

ill address. 

The auditory-visual speech benefit effect rests upon the assumption

hat listeners attend to a speaker’s facial movements. It is thus somewhat

urprising that most auditory-visual speech perception studies do not

oncurrently examine participants’ looking behaviour to the speaker’s

ace (although see Foxe et al., 2015 ). It has been shown that while

he eyes convey emotional and social information, the mouth trans-

ates information closely related to the temporal and acoustic proper-

ies of speech ( Yehia et al., 1998 ). Face viewing studies indicate that

umans are cognisant of the various types of information that differ-

nt facial features provide and will shift their gaze from one facial
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egion to another accordingly (e.g., Buchan et al., 2008 ; Lansing and

cConkie, 1999 ). This attentional shift is observed even in infants as

oung as 6 months ( Tenenbaum et al., 2013 ). In addition, idiosyncratic

ifferences between individuals in facial scanning patterns of the eye

nd mouth regions are related to perceptual performance ( Gurler et al.,

015 ; Mehoudar et al., 2014 ; Peterson and Eckstein, 2012 ). For instance,

urler et al. (2015) found that individuals who report experiencing the

cGurk effect more frequently also spend a larger proportion of time

xating on the speaker’s mouth. This finding points toward the strong

ikelihood that individuals’ idiosyncratic preferences in their fixation of

he speaker’s mouth or eyes will influence the extent to which visual

peech information augments their speech perception. 

Interindividual variations in looking behaviour to the speaker’s face

ay result in subtle but significant differences in speech perception.

or example, the opening and closing of the mouth corresponds to the

yllabic timescale of auditory speech ( Chandrasekaran et al., 2009 ),

hus providing the richness of redundant cues relating to the start and

nd points of syllables that may augment speech perception, especially

or listeners who fixate on the speaker’s mouth region. This pertains

articularly to young infants in normal listening conditions because

hey are just beginning to acquire a language system. In this regard,

ewkowicz and Hansen-Tift (2012) provided evidence of a developmen-

al trend in looking behaviour: infants move away from preferential at-

ention to the speaker’s eye region to attending more to the speaker’s

outh region sometime between 4 and 8 months, and then back to at-

ending more to the speaker’s eye region by 12 months of age. As this

attern coincides with the developmental timeline of speech production

 Imafuku et al., 2019 ), the researchers propose that the initial eye-to-

outh attentional shift reflects infants’ attempt to extract the redundant

ues present in auditory-visual speech while the second attentional shift

onverges with adults’ looking behaviour to a talking face and suggests

ome level of language expertise that reduces the need to focus specif-

cally on the speaker’s mouth ( Lewkowicz and Hansen-Tift, 2012 ). No-

ably, relative attention to a talker’s mouth at 6 months is positively

elated to expressive language skills both then ( Tsang et al., 2018 ) and

t 18 months ( Young et al., 2009 ), and to receptive vocabulary at 12

onths ( Imafuku and Myowa, 2016 ). Failure to attend to the speaker’s

outh is associated with later language learning disorders ( Pons et al.,

019 ). Adults, by comparison, are proficient language users and instead

ocus more on the talker’s eye region under optimal listening conditions

ut will increasingly direct their attention to the talker’s mouth as lis-

ening situations become more challenging, such as when there is back-

round noise (e.g., Buchan et al., 2008 ; Stacey et al., 2020 ; Vatikiotis-

ateson et al., 1998 ). These findings raise the possibility that individ-

als’ idiosyncratic differences in looking patterns to a talking face will

nfluence the degree of auditory-visual speech benefit experienced. In-

estigating whether this is indeed the case forms the second aim of this

tudy. 

.1. This study and the hypotheses 

To examine whether cortical tracking of auditory-visual speech is

nhanced in infants and children, and whether gaze behaviour modu-

ates the extent of auditory-visual speech benefit, EEG and gaze data

ere simultaneously recorded as 5-month-old and 4-year-old partici-

ants watched short clips of a speaker in auditory-only (AO), visual-

nly (VO), and auditory-visual (AV) presentation modes. AO presenta-

ions consisted of still photos of the speaker’s face paired with auditory

ecordings, VO presentations consisted of silent videos of the speaker

alking, and AV presentations consisted of both the videos and the au-

itory recordings. As this paradigm has been used previously with adult

articipants ( Crosse et al., 2015 ; Crosse et al., 2016 a, 2016 b), a group

f adults was tested as a control. 

Behavioural studies illustrate that the auditory-visual speech bene-

t is evident across development. Neurophysiological studies show the

ame for children (using ERPs) and adults (using ERPs and cortical track-
3 
ng), while none have yet directly examined the auditory-visual speech

enefit in infants. Even so, ERP studies with infants that investigated

heir detection of auditory-visual asynchrony coupled with behavioural

ndings suggest that the auditory-visual speech benefit may also be ev-

dent at the neurophysiological level in infants. 

With these considerations in mind, we hypothesise that, across the

hree age groups, (1) cortical tracking of the speech envelope will be

ost accurate during AV presentations, followed by AO then VO pre-

entations, and (2) auditory-visual speech benefit will be evident as in-

exed by the additive criterion [i.e., AV > ( A + V )]. Next, facial scan-

ing and speech perception findings suggest that gaze behaviour may

odulate cortical tracking accuracy differently for infants compared to

hildren and adults. At five months, infants are likely to be in the pro-

ess of shifting their attentional focus from the speaker’s eyes to the

peaker’s mouth region ( Lewkowicz and Hansen-Tift, 2012 ; Pons et al.,

015 ). Furthermore, 5-month-olds are in the process of acquiring lan-

uage and may benefit from any additional information that can be ex-

racted from visual speech cues. Accordingly, we hypothesise that the

roportion of time that infants spend attending to the speaker’s mouth

ill be positively correlated with cortical tracking accuracy when visual

peech information is available, i.e., during VO and AV presentations.

n the other hand, the same positive correlation is not expected for

-year-olds and adults, given previous findings that older children and

dults focus more on the speaker’s eyes when the auditory speech signal

s clear (e.g., Lewkowicz and Hansen-Tift, 2012 ), presumably because

he acoustic properties from the auditory signal are sufficient for speech

erception and they turn to the eyes to seek out emotional and social

nformation that may not be conveyed as clearly by auditory speech. 

. Methods 

.1. Participants 

Five-month-olds : A final sample of eighteen 5-month-old infants

rom Australian English monolingual backgrounds were included (M

ge = 5.49 months, SD = 0.30 months, 8 females). This sample size

as decided upon by drawing on previous neurophysiological stud-

es that investigated infant neural processing of AV asynchrony (e.g.,

yde et al., 2011 ; Kushnerenko et al., 2008 ; Reynolds et al., 2013 ) and

ompared children’s and adults’ neural processing of AV speech (e.g.,

aganovich and Schumaker, 2014 ; Knowland et al., 2014 ). An addi-

ional 20 babies were tested but excluded because of fussiness ( n = 6),

xcessively noisy EEG recordings ( n = 11), or insufficient gaze data

 n = 3). The attrition rate in this study is not uncommon for infant

EG studies (e.g., deBoer et al., 2007 ; Hyde et al., 2011 ; Reynolds et al.,

013 ). All infants came from a monolingual Australian English-speaking

ackground. 

Four-year-olds : A final sample of 19 Australian English monolingual

-year-olds were included (M age = 4.16 years, SD = 0.14 years, 12

emales). An additional 14 children were tested but excluded because

hey were very fidgety and did not complete the experiment ( n = 5),

ad excessively noisy EEG recordings ( n = 3), or had insufficient gaze

ata ( n = 7). 

Adults : A final sample of 18 Australian English monolingual adults

ged between 18 and 56 years were included (M age = 23.42 years,

D = 8.75 years, 15 females). An additional eight adults were tested but

xcluded because seven had insufficient gaze data, and one experienced

echnical failure. 

All infants and children were born full-term, not at-risk for any cog-

itive or language delay, with normal hearing and vision, and no his-

ory of ear infections. Prior to the study, their parents provided written

nformed consent, were briefed about the procedure and told that the

ession would terminate immediately if they wished so, or if their child

howed any signs of distress during the session. All adult participants

ad self-reported normal hearing and normal or corrected-to-normal vi-

ion, were free of neurological diseases, and provided written informed
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onsent. Adult participants took part in this study as part of a Psychol-

gy course requirement and received research participation points. This

tudy was approved by the Human Research Ethics Committee at West-

rn Sydney University (approval number H11517). The approved pro-

ocol regarding participant recruitment, data collection and data man-

gement was adhered to. 

For all groups of participants, noisy EEG recordings were defined

s datasets that contain more than 20 bad channels as in previous in-

ant studies (e.g., Kalashnikova et al., 2018 ). Additionally, for analysis

urposes, participants were required to have at least 10 out of 30 com-

on trials across the three conditions (auditory-only, visual-only, and

uditory-visual) with a minimum of 15% attention (as calculated by

𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 = 

𝑡𝑜𝑡𝑎𝑙 𝑓𝑖𝑥𝑎𝑡𝑖𝑜𝑛 𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛 𝑡𝑜 𝑠𝑐𝑟𝑒𝑒𝑛 𝑑𝑢𝑟𝑖𝑛𝑔 𝑡𝑟𝑖𝑎𝑙 

𝑡𝑟𝑖𝑎𝑙 𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛 
) to be included in the fi-

al sample. The exclusion criterion for attention (at least 15% attention

n a minimum of 10 common trials) was decided upon because previ-

us eye-tracking studies with young infants have used similar exclusion

riterion (e.g., 15% in LoBue et al., 2016 ; 20% in Taylor & Herbert,

013). As infant EEG studies have a typical attrition rate of 50–75%

 deBoer et al., 2007 ), the lower bound of 15% attention was chosen

o reduce further data loss. The mean number of trials (per condition)

ncluded in the analyses are 15.83 for infants, 21.26 for 4-year-olds,

nd 25.61 for adults. The mean levels of attention across conditions are

6.24% for infants, 62.66% for 4-year-olds, and 79.95% for adults. 

.2. Stimuli 

Audiovisual recordings of 30 short speech passages were made by

 female native speaker of Australian English experienced in producing

nfant-directed speech (see Appendix A for transcripts). To allow for in-

ants’ limited attention span these passages were relatively short, but

ong enough to ensure an amount of EEG recording that was sufficient

or analyses ( Crosse et al., 2021 ). These speech passages were adapted

rom Richoz et al. (2017) or from recordings of infant-directed speech

etween mothers and their babies and varied in durations from 8.44 s

o 16.35 s ( M = 11.35 s, SD = 1.76 s). The recordings consisted of a

lose-up of the speaker’s face and shoulders against a white background.

here were three presentation modes, auditory-only (AO), visual-only

VO) and auditory-visual (AV) with the unimodal auditory and visual

ecordings extracted separately from the auditory-visual recordings. In

he auditory-only condition, a still image of the speaker’s resting face

as shown on the screen as the auditory track was played. In the visual-

nly condition, the dynamic video of the speaker’s talking face was pre-

ented in silence. In the auditory-visual condition, both the dynamic

ideo and its soundtrack were played together. The auditory record-

ngs have a sampling rate of 44.1 kHz and a 16-bit resolution. The 30

peech passages were presented in three blocks. Each block consisted of

0 speech passages that were presented once in each modality. Presen-

ation order was randomised across modalities in such a manner that the

ame sentence did not appear in two modalities on consecutive trials. 

Attention-getter stimuli were used throughout the experiment to

aintain participants’ attention. The type and frequency differed be-

ween age groups. For 5-month-olds, attention-getters consisted of 2-s

nimations (often used in the infant calibration routine in Tobii Studio)

hat appeared after each trial. For 4-year-olds and adults, attention-

etters consisted of different pictures of ‘Minions’ that appeared in a

andom order after either two or three trials, with their frequency ran-

omly determined. In addition, a different 3-s cartoon animation was

layed to mark the end of the block and to re-engage participants. 

.3. Procedure 

.3.1. Five ‐month ‐olds 

Infants sat on their caregiver’ laps approximately 70 cm away from

he centre of an LCD screen. Continuous EEG data were recorded

ith a 128-channel Hydrocel Geodesic Sensor Net (HCGSN), NetAmps

00 amplifier, and NetStation 4.5.7 software (EGI Inc) at a sampling
4 
ate of 1000 Hz, with the reference electrode placed at Cz. Electrode

mpedances were kept below 50 k Ω. The EEG recordings were saved for

ffline analyses. 

Stimulus presentation was controlled using Presentation software

Neurobehavioural Systems). Triggers indicating the start and end of

ach trial were recorded along with the EEG. Eye-tracking recordings

ere co-registered with EEG recordings for two purposes: (i) to ensure

hat infants were attending to the visual stimuli and (ii) to examine

hether gaze behaviour to the mouth region modulates cortical track-

ng of the speech envelope. To this end, a Tobii X120 eye tracker was

laced below the screen to gather gaze fixation data. 

As the entire duration of the session was quite long for an infant

tudy (approximately 25 min), the stimuli continued to play until infants

howed signs of fussiness or until completion, whichever came first. 

.3.2. Four ‐year ‐olds and adults 

The procedure for 4-year-olds was identical to that for 5-month-olds

ith two exceptions. First, 4-year-olds were seated on their own. Sec-

nd, the session was framed as a game; in order to motivate children

o focus on the screen, children were required to press a button on a

esponse pad whenever a picture of a Minion appeared on the screen

 Kaganovich and Schumaker, 2014 ). 

Adult participants were informed prior to the start of the experiment

hat they are part of a control group for an infant and child study. The

rocedure for adults was similar to 4-year-olds, except that adults also

articipated in a second EEG task which used similar stimuli but in adult-

irected speech (ADS). Its order of presentation (immediately before

r after the first task) was counterbalanced between participants (the

esults of this ADS session are not reported here). 

.3.3. EEG measure 

.3.3.1. Pre ‐processing. EEG data were pre-processed using EEGLAB

 Delorme and Makeig, 2004 ), FieldTrip ( Oostenveld et al., 2011 ),

oiseTools ( http://audition.ens.fr/adc/NoiseTools/ ), the mTRF Tool-

ox ( Crosse et al., 2016 ) and custom scripts in MATLAB R2019a (The

athworks, Inc). First, EEG data from the three outer rings of the net

ere removed because these channels have been found to be very noisy

n infants and children ( Di Liberto et al., 2018 ; Folland et al., 2015 ;

alashnikova et al., 2018 ). EEG data from the remaining 92 channels

ere high-pass filtered at 0.1 Hz, low-pass filtered at 12 Hz with But-

erworth 8th order filters. As infant and child EEG recordings are noisy

ue to movements, artefact subspace reconstruction (ASR; Kothe and

ung, 2014 ) was applied to remove noise. ASR uses a sliding window

echnique whereby each EEG window is decomposed via principal com-

onent analysis. Each EEG window is then statistically compared with

eference EEG data obtained from clean portions of the EEG record-

ng. Within each window, the ASR algorithm searches for principal sub-

paces that significantly deviate from the reference EEG data. These

ubspaces are rejected and then reconstructed using a mixing matrix

omputed from the reference EEG data ( Chang et al., 2019 ). As in

alashnikova et al. (2018) , this study used a sliding window of 500 ms

nd a threshold of 20 standard deviations to identify corrupted sub-

paces. Noisy channels that were removed during ASR were replaced

ith an estimate of neighbouring clean channels using spherical inter-

olation. Finally, EEG data were re-referenced to the average of all chan-

els (e.g., Kalashnikova et al., 2018 ) and later downsampled to 100 Hz

o reduce processing time. 

To investigate the impact of visual speech cues on the cortical track-

ng of auditory speech, the speech stimuli were pre-processed in a man-

er following Jessen et al. (2019) . The auditory soundtracks of each

ideo were extracted, downsampled to 100 Hz to match the sampling

ate of the EEG data and characterised using the broadband speech en-

elope of the acoustic signal through the NSL toolbox that models the

uditory peripherical and subcortical processing stages ( Ru, 2001 ). A

pectrogram representation of each stimulus contained band-specific en-

elopes of 128 logarithmically-spaced frequency bands between 0.1 and

http://www.audition.ens.fr/adc/NoiseTools/
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Table 1 

Means (and Standard Deviations) of spatial offsets (Measured in Pix- 

els) in gaze data for each age group. 

5-month-olds 4-year-olds Adults 

X-coordinate 39.91 (519.75) 72.85 (278.33) 33.26 (159.45) 

y-coordinate 25.37 (225.46) 98.80 (315.86) 164.78 (130.44) 

Fig. 1. Areas of interest (AOIs) defined for the speaker’s eye and mouth regions. 
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 kHz. The broadband temporal envelope of each soundtrack was ob-

ained by summing up the band-specific envelopes across all frequen-

ies. 

.3.3.2. Data analysis. Cortical tracking of the speech envelope was

easured by mathematically modelling response functions that de-

cribe the linear mapping between the stimulus speech envelopes

nd the corresponding neural responses. For this study, the stimulus-

esponse mapping function is modelled in the forward direction (see

rosse et al. (2016) for details), i.e., the resulting model describes an

ptimal linear transformation from the stimulus domain to the neural-

ignal domain. Such a model is fit by conducting a lagged ridge regres-

ion between the envelope and the EEG data while accounting for likely

ime-delays between the acoustic input and the corresponding EEG re-

ponse. The regression weights obtained with this procedure estimate

he temporal response function (TRF) between envelope and EEG at each

EG channel. Significant non-zero weights reflect EEG channels where

ortical activity is related to stimulus encoding ( Haufe et al., 2014 ).

RFs are similar to event-related potentials (ERPs) in that they allow for

n examination of the amplitude, latency, and scalp topography of the

timulus-EEG relationship. Specifically, the distribution of TRF weights

an be examined across the scalp at different latencies, or different rela-

ive time lags between the ongoing speech and EEG signals. For example,

 time lag of 100 ms refers to the impact that a change in the speech

timulus at time t has on the EEG at time t + 100 ms. 

To investigate neural tracking of continuous stimuli, adult studies

ommonly compute response functions based on a subset (e.g., n − 1

rials) of the available data from each participant (e.g., Crosse et al.,

015 ), resulting in TRFs that are then used to model responses for the

 th trial for each participant. This approach —subject-dependant mod-

lling —requires lengthy datasets for each participant that are typi-

ally unattainable for the infant population. To account for the limited

mount of available data from the infant sample, the subject-independent

pproach ( Di Liberto and Lalor, 2017 ) was used for this study. Instead

f computing an individual response function for each participant, this

pproach involves computing an average response function over n − 1

articipants that is then used to predict the EEG signal of the n th par-

icipant via leave-one-out cross-validation. The subject-dependant mod-

lling approach has been shown to yield better results than the subject-

ependant modelling approach when used with 5-min EEG recordings

rom 7-month-olds and adults ( Jessen et al., 2019 ). Subject-dependant

odelling was used for each age group. In other words, an average re-

ponse function was computed for each age group to predict the EEG

ignal of the nth participant from that age group. 

Initially, TRFs were calculated for each stimulus at time lags be-

ween − 200 and 1000 ms before selecting a temporal region of the TRF

0–600 ms) that included all relevant components to map the stimulus to

he EEG signal with no visible response outside of this range. Leave-one-

ut cross-validation using Tikhonov regularization was conducted to as-

ess how well the unseen EEG data could be predicted based on the TRF.

he regularisation parameter of the ridge regression was set to 𝜆 = 100

or all participants. The lambda parameter value was chosen to miti-

ate the potential failure of lambda tuning due to the limited amount of

ata available (for a discussion, see Crosse et al., 2021 ). Prediction ac-

uracy was quantified by calculating the Pearson correlation coefficient

etween the predicted and original EEG responses at each electrode. If

EG data is indeed reflecting the encoding of the speech envelope, then

he correlation values would be significantly greater than zero. To in-

estigate auditory-visual speech benefit, ( A + V ) TRFs were computed

nd compared to AV TRFs in accordance with the additive criterion. The

dditive criterion was chosen to investigate auditory-visual speech ben-

fit because this was used in previous studies with similar paradigms

e.g., Crosse et al., 2015 , 2016 ). The AV speech benefit was quantified

s the difference in prediction accuracy for AV TRFs relative to A + V

RFs. 
5 
.3.4. Gaze measures 

Means and standard deviations of the spatial offsets (x- and y-

oordinates) for each age group are reported in Table 1 . As 5-month-olds

nd 4-year-olds were more fidgety than adults during the study, there

as a considerable amount of data loss from the eye-tracker for those

roups. To circumvent the cumulative effect of data loss due to gaze as

easured by the eye-tracker and to noisy EEG data, videos of partici-

ants who met the EEG data inclusion criterion ( ≤ 20 noisy channels)

ut had eye-tracking issues (i.e., participants were looking at the screen

ut their gaze was not detected by the eye-tracker) were coded frame-

y-frame manually using ELAN software (version 5.9) for whether or

ot they were looking at the screen. This resulted in hand-coded videos

or 11 four-year-olds, and 3 five-month-olds. 

Areas of interest (AOIs) covering the top half and bottom half of the

peaker’s face demarcated the speaker’s eye and mouth regions ( Fig. 1 ).

hese AOIs were of equal dimensions (640 ×340 pixels) and were ad-

usted using the derived mean spatial offsets of each age group. The

roportion of total looks (PTLs) to these AOIs, in addition to attention,

ere computed for each trial: 

1 Attention = 

[
𝑡𝑜𝑡𝑎𝑙 𝑓𝑖𝑥𝑎𝑡𝑖𝑜𝑛 𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛 

𝑡𝑟𝑖𝑎𝑙 𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛 

]
, (hereafter referred to as Attention)

and 

2 Proportion looking to the speaker’s mouth region (hereafter

referred to as PTL Mouth) 

= 

[
𝑡𝑜𝑡𝑎𝑙 𝑓𝑖𝑥𝑎𝑡𝑖𝑜𝑛 𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛 𝑡𝑜 𝑚𝑜𝑢𝑡ℎ 

𝑡𝑜𝑡𝑎𝑙 𝑓𝑖𝑥𝑎𝑡𝑖𝑜𝑛 𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛 𝑡𝑜 𝑚𝑜𝑢𝑡ℎ + 𝑡𝑜𝑡𝑎𝑙 𝑓𝑖𝑥𝑎𝑡𝑖𝑜𝑛 𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛 𝑡𝑜 𝑒𝑦𝑒𝑠 

]
. 

Note that PTL Mouth is a relative measure of attention to the mouth

ompared to eyes, so chance is 0.5, scores > 0.5 show greater fixation

o mouth than eyes and scores < 0.5 show greater fixation to eyes than

outh. All statistical analyses on these two gaze measures were con-

ucted using custom scripts in MATLAB R2019a (The MathWorks, Inc).

he 11 four-year-olds and 3 five-month-olds whose gaze data were man-

ally coded were only included for analyses that examined attention to

creen —they were excluded from analyses that involved PTL Mouth. 

.4. Statistical analyses 

Estimates of global field power were computed and topographic

aps of TRF weights plotted to inspect the scalp regions where responses
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Fig. 2. Global field power measured at each time lag for all ages. 
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Table 2 

Mean prediction accuracies (and Standard Deviations), quantified by pearson’s 

r, of TRFs from frontal, temporal and occipital scalp ROIs for each condition 

and age group. 

AO VO AV A + V 

5-month-olds .021 (0.018) .001 (0.008) .035 (0.019) .032 (0.018) 

4-year-olds .020 (0.018) − 0.005 (0.011) .018 (0.020) .014(0.015) 

Adults .009 (0.011) .0004 (0.011) .022 (0.015) .007 (0.012) 
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r  
o the speech envelope were greatest. Mean TRFs were then computed

or those scalp locations identified as regions of interest (ROIs) for each

ondition. 

To evaluate model performance, mean prediction accuracies were

btained by averaging across all electrodes belonging to the ROIs and

hen tested against zero. Additionally, these mean prediction accuracies

ere compared between conditions to investigate the auditory-visual

peech benefit and any age differences in model performance. As age-

elated anatomical differences may influence cortical tracking between

roups independent of effects due to speech modality, TRF components

nd their respective prediction accuracy were not directly compared

tatistically between age groups. 

To examine gaze behaviour, ANOVAs were conducted for each age

roup to examine the differences in attention and proportion looking

t speaker’s mouth between conditions (see Eqs. (1) and (2)). To ex-

mine the relationship between gaze behaviour and cortical tracking,

earson’s correlations were conducted for each condition between (1)

ortical tracking and attention, and (2) cortical tracking and looking

reference for each age group, where cortical tracking is quantified by

RF prediction accuracy. 

. Results 

.1. Prediction accuracies 

First, as a preliminary step, global field power (GFP) — a reference-

ndependent measure of response strength across the entire scalp at

ach time lag ( Murray et al., 2008 ) — was estimated by calculating

he TRF variance across all channels. The temporal profile of GFP for

ach age group showed clear TRF components at ∼200–400 ms for AO,

V and ( A + V ), but not VO ( Fig. 2 ). Topographies of TRF weights

 Figs. 3–5 ) revealed that the observed components were mainly located

ver the frontal, occipital and temporal scalp regions. To avoid dilut-

ng the effects of interest, subsequent analyses of TRFs were therefore

ocused on the frontal, occipital, and temporal groups of electrodes.

hese groupings were used in previous infant (e.g., Folland et al., 2015 ;
6 
eter et al., 2016 ) and child (e.g., Corrigall and Trainor, 2014 ) EEG

tudies to examine the average responses across scalp regions ( Fig. 6 ). 

To examine the presence of envelope tracking, TRF prediction accura-

ies at the three scalp ROIs were tested against zero. To assess the differ-

nce in the extent of envelope tracking, these prediction accuracies were

hen compared between conditions. Of interest are (1) the differences

etween cortical tracking of AO, VO and AV speech, and (2) the pres-

nce of an auditory-visual speech benefit as quantified by the additive

riterion [i.e., AV vs. ( A + V )]. One-sample t -tests were first conducted

o test prediction accuracies against zero. Next, one-way ANOVAs were

onducted for each age group with their respective prediction accuracies

s the dependant variable to examine whether prediction accuracies dif-

ered between conditions. Subsequent post-hoc comparisons were con-

ucted using two-tailed paired-sample t -tests with Bonferroni-adjusted

lpha levels where multiple comparisons were made. The same analy-

es were conducted with 15 randomly selected trials per condition for

-year-olds and adults to examine whether different amounts of data

rom each age group influenced the results. Fifteen trials were chosen

ecause infant data had the least number of trials included with approx-

mately 15 trials per condition. 

.1.1. Evidence of cortical tracking 

All means and standard deviations of prediction accuracy for each

ondition and age group are set out in Table 2 . 

Five-month-olds : One-sample t -tests indicated that prediction accu-

acy of AO, AV, and ( A + V ) TRFs were significantly greater than zero
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Fig. 3. (A) Topographies and TRFs of frontal, occipital and temporal locations, and (b) prediction accuracy of TRFs from 5-month-olds’ data. 

Fig. 4. (A) Topographies and TRFs of frontal, occipital and temporal locations, and (b) prediction accuracy of TRFs from 4-year-olds’ data. 
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AO: t (17) = 5.15, p = < 0.001, Hedges’ g = 1.16; AV: t (17) = 7.47, p <

001, Hedges’ g = 1.68,; A + V: t (17) = 7.42, p < .001, Hedges’ g = 1.67),

ut prediction accuracy of VO TRFs was not significantly greater than

ero, t (17) = 0.75, p = .23, Hedges’ g = 0.17. 

Four-year-olds : Prediction accuracies of AO, AV, and ( A + V ) TRFs

ere significantly greater than zero (AO: t (18) = 4.93, p = < 0.001,

edges’ g = 1.08; AV: t (18) = 3.86, p < .001, Hedges’ g = 0.85; A + V:

 (18) = 3.96, p < .001, Hedges’ g = 0.87), whereas prediction accuracy of

O TRFs was not significantly greater than zero ( t (18) = − 2.13, p = .98,

edges’ g = − 0.47). The analyses with 15 trials revealed only one differ-

nce: prediction accuracy of VO TRFs was significantly lower than zero

 t (18) = − 2.38, p = .03, Hedges’ g = 0.48. 
.  

7 
Adults : Prediction accuracies of AO, AV, and ( A + V ) TRFs were sig-

ificantly greater than zero (AO: t (17) = 3.49, p = .001, Hedges’ g = 0.79;

V: t (17) = 6.11, p < .001, Hedges’ g = 1.38; A + V: t (17) = 2.48,

 = .012, Hedges’ g = 0.56), whereas prediction accuracy of VO TRFs

as not significantly greater than zero, t (17) = 0.17, p = .44, Hedges’

 = 0.04. Results from the analyses with 15 trials were not different. 

.1.2. Difference in strength of cortical tracking between conditions 

The one-way ANOVAs testing between conditions (AO, VO, AV,

 + V ) were significant for all age groups (5-month-olds: F (3,

8) = 14.95, p < .001, 𝜂p 
2 = 0.40; 4-year-olds: F (3, 72) = 9.63, p <

001, 𝜂p 
2 = 0.29; adults: F (3, 68) = 9.22, p < .001, 𝜂p 

2 = 0.29). To in-
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Fig. 5. (A) Topographies and TRFs of frontal, occipital and temporal locations, and (b) prediction accuracy of TRFs from adults’ data. 

Fig. 6. Electrode groupings used for analyses. (A) frontal elec- 

trodes, (B) occipital electrodes, (C) temporal electrodes. 
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pect the differences between conditions and to identify whether there

as auditory-visual speech benefit [i.e., AV > ( A + V )], post hoc com-

arisons were subsequently performed using paired-sample t -tests with

onferroni-adjusted alpha level of 0.013 (0.05/4). 

Five-month-olds : When prediction accuracies of AO, VO, and AV TRFs

ere compared, paired-sample t -tests indicated that prediction accuracy

f AV TRFs was greatest, followed by AO, then VO TRFs (AO vs. VO:
8 
 (17) = 5.13, p < .001, Hedges’ g = 1.42; AO vs. AV: t (17) = − 4.07,

 < .001, Hedges’ g = − 0.69; AV vs. VO: t (17) = 7.73, p < .001, Hedges’

 = 2.15). Prediction accuracy of AV TRFs was also significantly greater

han ( A + V ) TRFs, t (17) = 2.82, p = 0.001, Hedges’ g = 0.16, suggesting

hat auditory-visual speech benefit was present at the scalp ROIs. 

Four-year-olds : Paired-sample t -tests revealed that the prediction ac-

uracy of AO TRFs was significantly greater than that of VO TRFs
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Fig. 7. Scatterplots of Attention (A) and proportion of total looking time to the mouth vs. Eyes (PTL Mouth) (B) for all conditions and age groups and their 

corresponding bar graphs (C: Attention; D: PTL Mouth). error bars represent standard errors of mean (SEM). With respect to attention, across age groups, greater 

attention was captured in the AV condition. With respect to the speaker’s mouth, adults fixated the speaker’s mouth to a greater extent in the AV condition than in 

AO and VO. 
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 t (18) = 5.66, p < .001, Hedges’ g = 1.68) but not significantly different

rom the prediction accuracy of AV TRFs ( t (18) = 0.58, p = 0.57, Hedges’

 = 0.14). The prediction accuracy of AV TRFs was significantly greater

han that of VO TRFs ( t (18) = 4.75, p < .001, Hedges’ g = 1.39), but

as not significantly greater than that of ( A + V ) TRFs ( t (18) = 1.06,

 = 0.30, Hedges’ g = 0.21). The analyses with 15 trials had similar

ndings. 

Adults : Paired-sample t -tests showed that the prediction accuracy

f AV TRFs was greatest, followed by AO, then VO TRFs (AO vs. VO:

 (17) = 4.10, p < .001, Hedges’ g = 0.78; AO vs. AV: t (17) = − 3.85,

 = .001, Hedges’ g = − 0.88; AV vs. VO: t (17) = 7.36, p < .001, Hedges’

 = 1.57). Prediction accuracy of AV TRFs was also significantly greater

han ( A + V ) TRFs ( t (17) = 5.01, p < .001, Hedges’ g = 1.06), suggest-

ng that auditory-visual speech benefit was present at the scalp ROIs.

he analyses with 15 trials revealed only one difference: prediction ac-

uracy of AO TRFs is not significantly different from that of VO TRFs,

 (17) = 1.97, p = .07, Hedges’ g = 0.54. 

.2. Gaze behaviour 

.2.1. Attention 

Separate one-way within-subjects ANOVAs were conducted for each

ge group with Attention as the dependant variable (see Eq. (1) in Statis-

ical Analyses) and Condition as the independent variable. The ANOVAs

evealed a significant main effect of Condition for all age groups (5-

onth-olds: F (2, 34) = 3.58, p = .04, 𝜂p 
2 = 0.17; 4-year-olds: F (1.44,

5.89) = 26.67 with Greenhouse-Geisser correction, p < .001, 𝜂p 
2 =

.60; adults: F (2, 34) = 7.16, p = .002, 𝜂p 
2 = 0.30). Subsequent post-hoc

omparisons between conditions were made using paired-sample t- tests

ith Bonferroni-adjusted alpha level of 0.017 (0.05/3). Fig. 7 contains

catterplots and bar graphs of Attention and PTL Mouth for all condi-

ions and age groups. 

Five-month-olds : Attention was significantly greater in the AV than

he VO condition ( t (17) = 2.93, p = .009, Hedges’ g = 0.50), but the

ifferences between AO and VO and between AO and AV conditions

ere not significant (AO vs. VO: t (17) = 1.49, p = .15, Hedges’ g = 0.34;

O vs. AV: t (17) = − 0.94, p = .36, Hedges’ g = 0.14). 
9 
Four-year-olds : Attention was significantly greater in the AV than in

he AO condition ( t (18) = 6.10, p < .001, Hedges’ g = 1.54) and in the

O condition ( t (18) = 9.19, p < .001, Hedges’ g = 1.43), whereas the dif-

erence in attention between AO and VO conditions was not significant

 t (18) = − 1.00, p = .33, Hedges’ g = − 0.26). 

Adults : Attention was significantly greater in the VO than the AO

ondition ( t (17) = 3.58, p = .002, Hedges’ g = 0.38) and in the AV than

he AO condition ( t (17) = 3.06, p = .007, Hedges’ g = 0.40). The dif-

erence in attention between VO and AV conditions was not significant

 t (17) = 0.11, p = .91, Hedges’ g = 0.01). 

Age comparisons: An Age x Condition mixed-design ANOVA was con-

ucted with Attention as the dependant variable. The main effects of

ondition and Age, and the Age x Condition interaction were significant

Condition: F (1.68, 87.50) = 26.00 with Greenhouse-Geisser correction,

 < .001, 𝜂p 
2 = 0 . 33 ; Age: F (2, 52) = 25.21, p < .001, 𝜂p 

2 = 0.49 ; Age x

ondition: F (3.37, 87.50) = 12.47 with Greenhouse-Geisser correction,

 < .001, 𝜂p 
2 = 0.32). To examine the Age x Condition interaction, we

onducted independent-samples t -tests for each condition. Five-month-

lds attended less to the screen than 4-year-olds only in the AV condi-

ion ( t (35) = − 4.45, p < .001), whereas they attended to the screen sim-

larly during AO and VO presentations (AO: t (35) = 0.45, p = .65; VO:

 (35) = − 1.53, p = .13). Five-month-olds attended less to the screen than

dults in all conditions (AO: t (34) = − 4.94, p < .001; VO: t (34) = − 7.43,

 < .001: AV: t (34) = − 6.10, p < .001). Four-year-olds attended less to

he screen in AO and VO conditions than adults but not during AV pre-

entations (AO: t (35) = − 4.99, p < .001; VO: t (35) = − 5.64, p < .001;

V: t (35) = − 1.88, p = .07). 

.2.2. PTL to the speaker’s mouth 

Separate one-way within-subjects ANOVAs were conducted for each

ge group (DV: PTL Mouth, IV: Condition). The ANOVAs were signifi-

ant for 5-month-olds and adults (5-month-olds: F (2, 26) = 4.98, p = .01,

p 
2 = 0.28; adults: F (1.35, 23.00) = 13.40 with Greenhouse-Geisser cor-

ection, p < .001, 𝜂p 
2 = 0.44), but not for 4-year-olds ( F (2, 14) = 1.82,

 = .20, 𝜂p 
2 = 0.21). Subsequent analyses involved one-sample t -tests

o assess whether PTL Mouth was significantly greater than chance

nd paired-sample t -tests with Bonferroni-adjusted alpha level of 0.017
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0.05/3) to examine whether looking preference differed between con-

itions. 

Five-month-olds : One-sample t -tests indicated that infants’ relative at-

ention to the speaker’s mouth region was not significantly greater than

hance across conditions (AO: t (14) = − 0.72, p = .48, Hedges’ g = − 0.18;

O: t (13) = 0.19, p = .85, Hedges’ g = 0.05; AV: t (13) = 0.14, p = .89,

edges’ g = 0.10). Next, paired-sample t -tests indicated that infants’

ooking preference for the speaker’s mouth was greater in the VO than

he AO condition ( t (13) = 3.44, p = .004, Hedges’ g = 0.16), and in the

V than the AO condition ( t (13) = 2.82, p = .015, Hedges’ g = 0.28),

ut the difference between VO and AV conditions was not significant,

 (13) = 0.17, p = .87, Hedges’ g = 0.01. 

Four-year-olds : One-sample t -tests indicated that PTL Mouth was not

ignificantly greater than chance in any condition (AO: t (7) = − 0.23,

 = .83, Hedges’ g = − 0.07; VO: t (8) = 0.49, p = .63, Hedges’ g = 0.14;

V: t (8) = − 0.09, p = .93, Hedges’ g = 0.09). Paired-sample t -tests in-

icated that the difference in proportion of time spent fixating on the

peaker’s mouth region did not differ between conditions (AO vs. VO:

 (7) = − 1.80, p = .11, Hedges’ g = − 0.35; AO vs. AV: t (7) = − 0.65,

 = .53, Hedges’ g = − 0.14; VO vs. AV: t (8) = 2.28, p = .05, Hedges’

 = 0.13). 

Adults : One-sample t -tests indicated that PTL Mouth was significantly

reater than chance in the VO condition ( t (17) = 4.93, p < .001, Hedges’

 = 1.11), but not in the AO or AV conditions (AO: t (17) = 0.47, p = .64,

edges’ g = 0.11; AV: t (17) = 1.43, p = .17, Hedges’ g = 0.32). Paired-

ample t -tests indicated that adults spent the greatest proportion of time

ttending to the speaker’s mouth in the VO, followed by the AV then the

O condition (AO vs. VO: t (17) = − 4.12, p < .001, Hedges’ g = − 0.81;

O vs. AV: t (17) = − 2.57, p = .02, Hedges’ g = − 0.21; VO vs. AV:

 (17) = 3.28, p = .004, Hedges’ g = 0.58). 

Age comparisons : A mixed-design Age x Condition ANOVA was con-

ucted with PTL Mouth as the dependant variable. The main effect

f Condition and the Age x Condition interaction were significant,

ut not the main effect of Age (Condition: F (1.71, 60.66) = 13.01

ith Greenhouse-Geisser correction, p < .001, 𝜂p 
2 = 0.27 ; Age: F (2,

7) = 25.21 p = .40, 𝜂p 
2 = 0.58 ; Age x Condition: F (3.42, 60.66) = 12.47

ith Greenhouse-Geisser correction, p = .03, 𝜂p 
2 = 0.41). To investi-

ate the Age x Condition interaction, independent-samples t -tests were

onducted. Five-month-olds and four-year-olds did not differ in their

outh preference across conditions (AO: t (21) = − 0.31, p = .76; VO:

 (24) = − 0.21, p = .84; AV: t (23) = − 0.01, p = .99). Five-month-olds

howed a lower mouth preference than adults in VO but not in AO

nd AV conditions (AO: t (31) = − 0.87, p = .39; VO: t (30) = − 2.46,

 = 0.02; AV: t (31) = − 0.61, p = .55). Likewise, four-year-olds showed

 lower mouth preference than adults in VO but not in AO and AV con-

itions (AO: t (24) = − 0.44, p = 0.66; VO: t (28) = − 2.40, p = .023; AV:

 (26) = − 0.55, p = .59). 

.3. Relationship between prediction accuracy and gaze measures 

To investigate the relationship between attention and cortical track-

ng, Pearson’s correlations between attention and TRF prediction accu-

acy were conducted for each condition and age group. Attention was

ignificantly negatively correlated with prediction accuracy only in VO

ondition for adults ( r (17) = − 0.49, p = .038). All other correlations

ere not significant (all r s < 0.30, all p s > 0.09; see Fig. 8 for details). 

Pearson’s correlations between PTL Mouth and prediction accuracy

ere conducted for each condition and age group to examine whether

ndividual differences in proportion looking time to the speaker’s mouth

egion (vs. eye region) is associated with the strength of cortical track-

ng. The correlation in 5-month-olds between relative attention to the

peaker’s mouth region and prediction accuracy was significant for VO

ondition ( r (14) = 0.54, p = .048) but not for AO or AV and not for any

ondition for the 4-year-olds or adults (all r s ⟨ 0.24, all p s ⟩ 0.07; see

ig. 9 for details). 
10 
. Discussion 

This study examined the auditory-visual speech benefit in infants,

hildren and adults at the neurophysiological level. Brain responses

rom 5-month-olds, 4-year-olds, and adults to continuous auditory-only,

isual-only, and auditory-visual speech were analysed via forward mod-

lling of temporal response functions and evaluating their predictive

ower. auditory-visual speech benefit was inferred using the additive

riterion, i.e., the difference in predictive power between auditory-

isual TRFs versus the summation of unimodal auditory-only and visual-

nly TRFs [AV vs. ( A + V )]. 

Cortical tracking results for the 5-month-olds and the adults were

imilar and in line with our hypotheses. First, for both 5-month-olds

nd adults, comparison of predictions of AO, VO and AV TRFs (aver-

ged across all electrodes at the three scalp ROIs) showed that the AV

RFs had the greatest accuracy followed by the prediction accuracy of

O, then VO TRFs. Second, for both 5-month-olds and adults, when

uditory-visual speech benefit was assessed by comparing the predic-

ion accuracy of AV TRFs with the prediction accuracy of the sum of

nimodal TRFs ( A + V ), there was a significant auditory-visual speech

enefit as reflected by significantly greater prediction accuracy of AV

RFs compared to ( A + V ) TRFs. Compared to this, the results from

he 4-year-olds were unexpected: the prediction accuracy of AV TRFs

as not significantly greater than AO TRFs, and there was no auditory-

isual speech benefit. In this regard, further studies with both infants

nd young children would be of interest. 

Analyses of gaze behaviour showed subtle differences in looking pat-

erns between age groups. First, fixation durations to the screen, the

easure of Attention (see Eq. (1)), during presentations of AV speech

ere greater than during AO presentations, i.e., AV > AO, for 4-year-olds

nd adults, and during VO presentations, i.e., AV > VO, for 5-month-

lds and 4-year-olds. Adults attended similarly to the screen during VO

nd AV speech, but this is to be expected because adults are better than

nfants and children at self-motivation and understanding the task. Five-

onth-olds’ attention was similar for AO and AV speech, and for AO and

O speech. These findings suggest that children’s and adults’ attention

o the screen was generally greater when visual speech information was

vailable, but 5-month-olds attended to the screen as long as auditory

nformation was available. Next, although 5-month-olds and adults both

pent a larger proportion of time looking to the speaker’s mouth region

elative to the eye region in the two conditions when visual speech in-

ormation was available (VO and AV) than when it was not (AO), only

he adults showed greater relative attention to the speaker’s mouth in

he VO than in the AV condition. Four-year-olds’ looking patterns to the

peaker’s mouth were not significantly different across conditions. 

When we measured the correlation between gaze measures and cor-

ical tracking accuracy, two significant relationships were found, both

egarding cortical tracking of VO speech. First, 5-month-olds’ relative

ttention to the speaker’s mouth region was positively correlated with

he accuracy of cortical tracking of VO speech. Second, adults’ overall

ttention was negatively correlated with the accuracy of cortical track-

ng of VO speech, which was unexpected. We had hypothesised that

ndividual differences in 5-month-olds’ attentional preference for the

peaker’s mouth would be positively correlated to the accuracy of corti-

al tracking during VO and AV presentations, but the correlation analy-

es indicated that this was only true for VO speech. These correlational

esults must be taken with caution as prediction accuracy of VO TRFs

or adults and 5-month-olds were not significantly greater than zero,

uggesting that these results are not robust. We had also hypothesized

hat individual differences in children’s and adults’ attentional prefer-

nce for the speaker’s face (indexed by overall attention to the screen

ince the face took up approximately two-thirds of the screen) would be

ositively correlated to cortical tracking accuracy in VO and AV condi-

ions, but this was not the case. These unexpected results are discussed

urther below. 
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Fig. 8. Scatterplots and correlations between attention and prediction accuracy. As can be seen, only the negative correlation between adults’ attention and prediction 

accuracy in VO condition was statistically significant. 

Fig. 9. Scatterplots and correlations between proportion of total looking times (PTL) mouth and prediction accuracy. As can be seen, only the positive correlation 

between 5-month-olds’ relative attention to the speaker’s mouth (vs. eyes) and prediction accuracy in VO condition was statistically significant. 
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Together, these results raise several noteworthy points. To begin,

ortical tracking results of 5-month-olds and adults are in line with past

tudies. Behavioural studies with infants and adults have demonstrated

hat visual speech information improves performance on speech percep-

ion tasks. And more specifically, cortical tracking studies with adults

ave also shown that neural signals entrain to the speech envelope bet-
11 
er during auditory-visual presentations compared to unimodal presen-

ations ( Crosse et al., 2016 ; Golumbic et al., 2013 ). Although previous

europhysiological studies with infants have shown that infants detect

uditory-visual asynchrony (e.g., Hyde et al., 2011 ; Reynolds et al.,

013 ), none have directly examined the auditory-visual speech bene-

t. Results of 5-month-olds in this study is a first: not only are very
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v  
oung infants sensitive to auditory-visual synchrony, but they are also

rocessing visual speech information in such a way that enhances their

erception of acoustic speech. 

Current oscillation-based models of auditory-visual speech percep-

ion (Peelle & Sommers, 2015) posit that the onset of incoming visual

peech cues resets the phase of ongoing oscillations in the auditory cor-

ex ( Mercier et al., 2015 ). This reset then allows for predictions of the

pcoming auditory signal to be encoded (Arnal et al., 2011), and for the

redicted input to be processed more easily ( Friston, 2010 ; Henry and

bleser, 2012 ). The greater the amount of predictive information pro-

ided by visual speech cues, the higher the degree of auditory-visual

peech benefit experienced ( van Wassenhove et al., 2005 ). For example,

isual speech cues related to the place of articulation will provide pre-

ictive information because these cues can readily be observed from the

peaker’s articulatory movements and are not affected by background

oise ( Grant and Bernstein, 2019 ). These oscillation-based models hold

hat phonemic level knowledge is necessary for this reset and subsequent

eset-based predictions. However, whether 5-month-olds have acquired

he phonemic repertoire required for such predictions is still unclear:

honemic acquisition was previously thought to occur during the sec-

nd half of the first year ( Friederici and Wessels, 1993 ; Jusczyk et al.,

994 ; Polka and Werker, 1994 ), but recent evidence suggests that in-

ants at 3 months already show native-language phonological knowl-

dge ( Choi et al., 2017 a, 2017 b). Furthermore, even if the process of

erceptual attunement is already in progress by 5 months, whether the

nowledge accrued at 5 months is sufficient for phonemic-level predic-

ions has yet to be determined. 

It is possible that for 5-month-olds, the phase-reset of oscillatory ac-

ivity by visual speech cues may instead serve to provide predictive in-

ormation relating to the prosodic rhythm patterns of their native lan-

uage since infants at this age are sensitive to these rhythmic properties

 Nazzi et al., 2000 ). In this regard, cortical tracking in 8-month-old in-

ants has been found to be better than in adults at the rhythmic and

honemic levels, whereas cortical tracking at the syllabic level did not

iffer between age groups ( Leong et al., 2017 ). As rhythmic patterns

ave been associated with visual speech cues ( Dohen et al., 2006 ), and as

oung infants already show a proclivity to associate temporally aligned

uditory and visual information and perceive them as coming from a sin-

le source (e.g., Lewkowicz, 2003 ), it is theoretically reasonable that vi-

ual speech cues provide predictive information relating to the prosodic

hythm structure of the language. If this is indeed the case, then the

hase-reset of oscillatory activity in the auditory cortex might augment

peech perception differently for infants and adults: while the phase-

eset may inform predictions at the phonemic level or prosodic level for

nfants, the phase-reset additionally serves to inform predictions at the

yllabic level for adults. To verify this, in future studies phase-locking

ctivity at the phonetic, syllabic and phrasal levels could be measured

or unimodal and multimodal speech stimuli and compared between age

roups (see Ding et al., 2015; Luo et al., 2010; Golumbic et al., 2013 for

iable paradigms). Such studies will assist in elucidating the role that

isual speech cues play and their interactions with age, and in addi-

ion, assist in the fine-tuning of models of auditory-visual speech per-

eption. These studies would also further inform our unexpected results

n the group of four-year-olds and provide replication for the results in

he group of five-month-olds (we note that the effect size of the five-

onth-olds’ visual speech benefit here is small, which calls for direct

nd indirect replications of this novel finding). 

The second notable finding comes from gaze behaviour data: infants

nd adults direct their attention to the mouth when visual speech infor-

ation is available (AV and VO conditions), hinting at the possibility

hat the looking patterns observed form part of an information-seeking

trategy. The observed gaze patterns are in accordance with past studies

infants: Tenenbaum et al., 2013 ; adults: Birulés et al., 2020 ), and it has

een postulated that young infants pay greater attention to a speaker’s

outh than a speaker’s eyes because they lack the language-specific

honological expertise in their native language to rely mainly or solely
12 
n the auditory signal ( Lewkowicz and Hansen-Tift, 2012 ), whereas

dults’ relative attention to the speaker’s mouth region increases in chal-

enging listening conditions ( Birulés et al., 2020 ). Thus here, infants and

dults have the same overt behaviour directed at seeking linguistic in-

ormation that may be due to different underlying causes; for infants

hey do not have sufficient native language experience to rely on the

uditory signal, whereas for adults they seek visual speech information

ecause they are in a difficult listening situation. 

Next, the negative relationship between adults’ attention and corti-

al tracking in the visual-only condition is, on first pass, somewhat sur-

rising. However, this negative relationship may in part be explained

y the type of speech (infant-directed speech) used for the stimuli. In

nfant-directed speech, facial expressions ( Chong et al., 2003 ) and ar-

iculatory lip movements ( Green et al., 2010 ) are exaggerated in addi-

ion to acoustic pitch ( Kitamura et al., 2001 ) and prosody ( Fernald and

azzie, 1991 ). The exaggerated auditory and visual speech cues may

ome across as unnatural to adults and may interfere with adults’ ability

o effectively obtain additional acoustic and temporal information from

isual speech cues. This line of reasoning is supported by previous find-

ngs that adults’ ERP responses to IDS and ADS are different ( Peter et al.,

016 ), indicating that their cortical processing of IDS differs from that of

DS. The lack of a significant relationship between relative attention to

outh and cortical tracking accuracy of visual-only and auditory-visual

DS lends support to the behavioural finding that increased attention de-

loyed to the speaker’s mouth in suboptimal listening conditions is not

ssociated with better speech recognition (Lansing & McConkie, 2003).

lthough adults may direct their gaze to the speaker’s mouth when con-

ronted with challenging listening conditions as part of an information-

eeking strategy, whether this strategy actually facilitates speech per-

eption remains moot. 

Results from four-year-olds were unexpected. Cortical tracking ac-

uracy of 4-year-olds did not differ between AV and AO conditions nor

as there an auditory-visual speech benefit. It is possible that these non-

ignificant results stem mainly from 4-year-olds’ attention, or rather

heir lack thereof. However, if 4-year-olds’ attention is the main con-

ributing factor of the differences observed, then one would expect

-year-olds’ cortical tracking (as indexed by prediction accuracy) to

e strongest in the AV condition, and this was not the case. It can be

rgued that attention to the screen may not be a precise measure of

eneral attention; however, the absence of any derived benefit from

he addition of visual speech information for young children fits with

he inconsistent findings of an AV > AO effect in the existing literature

e.g., Jerger et al. (2017a) found an AV > AO effect in 4- to 5-year-olds

ut Maidment et al. (2015) did not). To add on, 4-year-olds’ attention

uring AV trials was greater than that of 5-month-olds and similar to

hat of adults and yet they did not show any auditory-visual benefit. It

s possible that 4-year-olds processed the speech quite effectively based

n auditory cues alone especially since the IDS stimuli used in this study

ere constructed to cater to infants, such that the addition of visual

peech information did not augment their cortical tracking. The next

nexpected result was the lack of significant relationships between 4-

ear-olds’ cortical tracking accuracy and their looking behaviour. The

reater movement and fidgeting in 4-year-olds than in infants or adults

esulted in greater loss of eye-tracking data from 4-year-olds hence the

maller sample size ( n = 8) for the analysis of their gaze data. With this

n mind, it is difficult to draw any firm conclusion and any interpreta-

ion of the results from 4-year-olds must be made with caution. These

imitations warrant further investigation. 

.1. Limitations and future directions 

Results from 4-year-olds call for more investigations to be conducted.

hile inconsistent findings of the auditory-visual speech benefit in be-

avioural studies with 4- to 5-year-olds (e.g., Jerger et al., 2017b ;

aidment et al., 2015 ) suggest that the absence of any facilitation by

isual speech cues observed here in 4-year-olds should not come as a sur-
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rise, that the present findings stem partly from their lack of engagement

annot be entirely ruled out. The IDS stimuli used in the present study

ere short and brief to accommodate for the short attentional spans

f infants. To investigate the auditory-visual speech benefit in cortical

racking, it was necessary to repeat the stimuli in three conditions (AV,

O, and VO). So, for the 4-year-olds, even though the IDS stimuli may

ave been relatively easy for them to process, the experiment was rela-

ively lengthy ( ∼25 min in total), and so apparently failed to maintain

heir engagement. This was reflected by the restlessness most 4-year-

ld participants exhibited midway through the experimental session. If

-year-olds were not engaged, then they may have been less motivated

o listen to the speaker and this might have consequently affected their

rocessing of the stimulus and as a result, the degree to which they inte-

rated the auditory and visual information ( Pichora-Fuller et al., 2016 ).

To address this issue, a viable modification of the current paradigm

ould be to use fewer but longer duration stimuli. For example, three 2-

in videos of a speaker reciting children stories could be presented once

er condition (a total of 18 min) —as opposed to the thirty 8–15-s short

ideo clips used in this study. This was not done in the current study

ecause, in addition to catering to infants’ short attentional spans, there

ere concerns regarding whether the amount of EEG data recorded from

ach infant participant would be sufficient for the optimal implementa-

ion of the TRF approach, especially since adult studies had larger and

onger datasets (e.g., Crosse et al. (2016) used 15 ×60-s passages per con-

ition). However, these concerns are allayed by a recent demonstration

hat the TRF approach can be used effectively even with 7-month-olds’

EG data in a single 4-min cartoon video ( Jessen et al., 2019 ), indicating

hat such a modification is feasible and could be applied in future stud-

es. Until attention can be confidently ruled out as a confound, results

rom 4-year-olds must be interpreted with caution. 

Second, it is interesting that the pattern of cortical tracking accuracy

etween conditions was similar for 5-month-olds and adults, yet cortical

racking accuracy was greater for 5-month-olds than for adults across all

onditions. One possible explanation is the type of speech used in this

tudy —infant-directed speech —which may be more familiar to infants

han adults. To investigate this, infants’ and adults’ cortical tracking ac-

uracy of adult-directed speech (ADS) could be analysed and compared.

f speech type accounts for greater cortical tracking accuracy observed

ere, then cortical tracking accuracy of ADS is expected to be more ac-

urate for adults than for infants. Another possible reason for increased

ortical tracking accuracy in the 5-month-olds is that their auditory cor-

ical responses to the speech envelope, as indexed by their TRFs, were

n average larger than that of the adults (see GFP in Fig. 2 ). This phe-

omenon, which has been observed in numerous studies comparing au-

itory ERPs in children and adults, could be driven by disparate weight-

ngs of neural generators (e.g., P1, N1, P2 and N2) over the course of

evelopment, resulting in less phase cancellation and greater cortical

esponse signal-to-noise ratio (Bishop et al., 2007). 

Finally, while the positive correlation between 5-month-olds’ pre-

iction accuracy of VO TRFs and relative attention to the speaker’s

outh is not robust and must be interpreted with caution, previous

ndings that articulatory information modulates infants’ speech per-

eption (e.g., Majorano et al., 2014 ) hint that the correlation observed

ere may not be insignificant. Infants’ auditory-visual speech percep-

ion have been found to be influenced by the speaker’s lip movements

 Yeung and Werker, 2013 ) and infants’ own articulatory movements

 Bruderer et al., 2015 ). Furthermore, infants’ relative attention to the

peaker’s mouth correlates with their neural responses in the left in-

erior frontal brain regions during auditory-visual speech processing

 Altvater-Mackensen and Grossman, 2016 ). These findings point toward

he inter-connectedness between looking behaviour, articulatory infor-

ation, and auditory-visual speech processing. It is a preliminary yet

antalising possibility that the observed correlation in 5-month-old in-

ants reflects their articulatory knowledge as a function of their looking

ehaviour especially since lip movements are highly correlated with

peech (e.g., Chandrasekaran et al., 2009 ). Investigations on the rela-
13 
ionship between infants’ articulatory knowledge and their speech pro-

essing capacities are increasing, but there is still much more to be done.

or future studies, it would be interesting to include a test of infants’

ecognition of target words in addition to examining infants’ neural re-

ponses and looking behaviour to silent speech stimuli. This would al-

ow a more direct investigation of the relationship between infant look-

ng behaviour, articulatory knowledge, and their neural responses to

peech. 

. Conclusion 

To date, investigations of gaze behaviour and auditory-visual speech

erception have largely been kept separate (cf. Rennig et al., 2020 ),

ven though studies of the McGurk effect demonstrate that individual

ifferences in looking behaviour to the talker’s facial regions influence

erception (e.g., Gurler et al., 2015 ). This study sought to bridge this

ap by simultaneously recording EEG and gaze behaviour as 5-month-

ld, 4-year-old and adult participants watched unimodal (AO and VO)

nd multimodal (AV) presentations of a speaker talking. Infants and

dults, but not 4-year-olds, showed an auditory-visual speech benefit

n cortical tracking of the speech envelope. Additionally, the influence

f gaze behaviour is evident in infants’ and adults’ cortical tracking

f silent speech. These findings have implications for populations who

ave greater reliance on visual cues (e.g., individuals with hearing loss,

ndividuals learning a second language). While there is still much to

earn, this study is an important first step toward teasing apart the in-

eractions between a listener’s looking behaviour and subsequent speech

erception. 
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